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The fastest self-sustained chemical reactions in nature occur during detonation of energetic mate-
rials where reactions are thought to occur on nanosecond or longer timescales in carbon-containing
materials. Here we perform the first atomistic simulation of an azide energetic material, HN3, from
the beginning to the end of the chemical evolution and find that the timescale for complete decom-
position is a mere 10 picoseconds, orders of magnitude shorter than that of secondary explosives and
approaching the fundamental limiting timescale for chemistry, i.e. vibrational timescale. We study
several consequences of the short timescale including a state of vibrational disequilibrium induced
by the fast transformations.

Little is known about the chemical evolution and states
of matter found within an energetic material undergo-
ing detonation. The short timescales of the chemical re-
actions (microseconds and less) and inherent danger of
experimental work have been a major obstacle to un-
derstanding their microscopic nature. Recently, molecu-
lar dynamics simulations have been effectively utilized to
shed light on the initial steps during detonation in sec-
ondary explosives, the less sensitive class of energetic ma-
terials. [1–3] However, significantly less is known about
detonation in primary explosives, those which are most
easily detonated by external stimuli and are most dan-
gerous to work with. Detonation has been studied us-
ing molecular dynamics calculations employing reactive
bond-order (REBO) energy models for simple chemical
systems,[4, 5] including ozone (O3) in 2D.[6] The reaction
zones in these calculations exhibit much faster timescales
than secondary explosives, suggesting the potential for
ultrafast chemical dynamics during detonation in a wider
variety of simple chemical systems. [4] Here we perform
the first molecular dynamics simulation of a detonation
wave in an azide explosive, hydrazoic acid, HN3. Hydra-
zoic acid is a highly sensitive liquid azide that is a chemi-
cally simpler analog of commonly utilized azides like lead
azide and sodium azide; the latter has been used in au-
tomobile air bags. We discover that chemical decompo-
sition to stable products is complete in approximately
10 picoseconds, in stark contrast to secondary explosives
which exhibit orders of magnitude longer reaction zones.
Our simulations provide the the first quantum molecu-
lar dynamics prediction of detonation velocity in an ex-
plosive and the first microscopic picture of the chemical
evolution from the initial state to the completely reacted
state (Chapman-Jouguet state) for an azide explosive.
The present simulations show the evolution of chemistry

from beginning to final, stable products.

Primary explosives are used for a variety of purposes
including blasting caps, inflatable escape slides on jet air-
craft, and toy store noisemaking novelties. While lit-
tle understanding about the detonation process exists,
some hypotheses regarding the chemistry that occurs
during detonation have been proposed. [7, 8] These in-
clude ordinary thermal decomposition processes and ex-
otic electronic non-equilibrium processes. The pathway
and products of chemical decomposition of HN3 gas are
known to depend on the mode of decomposition, of which
at least three have been observed. [9] In this work, we fo-
cus on the liquid state where the decomposition pathways
and kinetics of detonation are unknown. [10]

The simulations here utilize the self-consistent
charge density functional tight binding (SCC-DFTB)
method. [11] SCC-DFTB has been found to provide rea-
sonable agreement with density-functional theory cal-
culations of nitromethane under pressure. [12, 13] We
utilize the DFTB+ code [14] in conjunction with the
multi-scale shock simulation technique (MSST) [15–19]
including an approximate treatment of electron-ion en-
ergy coupling. [19] Instead of simulating a shock wave
within a large computational cell with many atoms (the
direct approach), the computational cell of MSST fol-
lows a Lagrangian material element through a shock
wave at a specified shock speed, enabling simulation of
the shock wave with significantly fewer atoms and lower
computational cost. The MSST has been demonstrated
to accurately reproduce the sequence of thermodynamic
states throughout the reaction zone of explosives with
analytical equations of state, shock waves in amorphous
Lennard-Jones and amorphous Tersoff carbon. [17, 18]
Simulations in this work utilized an orthorhombic com-
putational cell containing 64 molecules and employed pe-
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riodic boundary conditions. The Supporting Information
section contains additional details.

Results and Discussion. Figure 1 shows temperature,
stress, and volume versus time behind the shock front
for shocks of various speeds propagating through HN3.
In all cases, the volume decreases rapidly during the ini-
tial compression before chemical reactions occur. Initial
compression is followed by a slower volume increase as
chemistry occurs. The slower expansion is accompanied
by a temperature increase as heat is evolved from the
reaction.

Our previous work on the MSST has shown that the
ideal detonation velocity (for an infinite charge diameter)
can be determined from first principles. [17] This veloc-
ity is the natural propagation speed of the detonation
shock wave, an intrinsic property of the material. The
MSST exhibits a volume divergence (computational cell
volume rapidly increases to infinity) when the mechanical
stability conditions for a shock wave are not met, indi-
cating there are no steady shock solutions at the chosen
shock speed. The ideal detonation velocity of an explo-
sive was shown to be bounded by the shock speed of a
simulation that exhibits divergence and the shock speed
of a simulation that does not when all chemical reactions
have been completed. The final state of the lowest shock
speed simulation that does not diverge before chemistry
completion corresponds to the Chapman-Jouguet (CJ)
state. In Figure 1, the smallest shock speed that does
not exhibit the volume divergence is 6 km/s. Figure 2
shows that the chemical species populations in this sim-
ulation have achieved constant values by the end of the
simulation, indicating 6 km/s is near the ideal detona-
tion velocity. Our calculated initial shock pressure and
temperature (or Zeldovich-von Neumann-Doering (ZND)
theory spike conditions) are approximately 20 GPa and
2300 K, respectively. The calculated CJ state pressure
and temperature are approximately 11 GPa and 4400 K,
respectively. Non-equilibrium molecular dynamics calcu-
lations of detonation in condensed phase model systems
have been found to yield detonation velocities and CJ
conditions within a few percent of those predicted by 1D
continuum theory utilized here. [4, 20]

While experimental results on HN3 are sparse, the det-
onation velocity has been reported to range from 7.1-
7.6 km/s. [21, 22] The detonation velocity is determined
largely by the magnitude of energy released by reactions
and by the composition and equation of state of the final
reaction products. It is likely that the DFTB represen-
tations of both of these play some role in the difference
between our calculated detonation velocity and exper-
iments. The energy of formation (without zero-point
energy) using the DFTB scheme is 0.083 Eh, slightly
less than the value of 0.092 Eh calculated using DFT
at the B3LYP/6-31G* level and 0.114 calculated at the
QCISD/cc-PVTZ level (quadratic configuration interac-
tion with single and double substitutions, Ref. [23]).

FIG. 1. Temperature, stress (shock propagation direction
component), and volume versus time behind the shock front
for shocks of various speeds propagating through HN3. A
volume divergence observed at the lowest shock speeds indi-
cates that these speeds are below the Chapman-Jouguet (CJ)
detonation velocity. The smallest shock speed that does not
exhibit the volume divergence before completion of chemistry
is 6 km/s, indicating this is near the CJ detonation velocity
(see text for details).

These deviations are consistent with a simulated shock
speed being lower than experimental values. The Sup-
porting Information section contains additional detail.

Figure 2 shows the time-dependence of the population
of most prevalent molecules for a 6 km/s shock, near
detonation speed. HN3 molecules react to form N2, NH3,
and a small amount of H and H2 as final products. The
overall reaction can be approximately written,

64HN3 → 86N2 + 20NH3 + H2 + 2H. (1)

N3 is formed as the most dominant intermediate.
Charged species include N−0.33 , H2N+0.4

3 and a small
amount of NH+0.8

4 formed from the ammonia. The
atomic hydrogen charge is found to be neutral. Several
intermediate reactions are given in the Supporting Infor-
mation.

Figure 2 shows that the time required for completion of
the reaction is approximately 10 ps. This short timescale
corresponds to a reaction zone extending a distance of
approximately 40 nm in space behind the shock front.
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FIG. 2. Top panel shows time-dependence of the population
of most prevalent molecules for a 6 km/s shock, near detona-
tion speed. The time required for completion of the reaction is
approximately 10 ps, substantially shorter than the nanosec-
ond and greater timescales of secondary explosives. Bottom
panel shows deviation from vibrational equilibrium given by
time-dependent temperature fluctuations expressed as time-
dependent heat capacity for the 6 km/s shock. The feature
at 2 ps corresponds to shock compression, subsequent excur-
sions are associated with chemical reactions, and fluctuations
occur around a constant value after chemistry is complete.

It is interesting to note that this reaction is likely one of
the fastest naturally occurring chemical reactions in na-
ture. Only ultrafast photon-induced reactions are faster
because excitations into vibrationally unstable states can
be achieved on subpicosecond timescales. In the case
of detonating HN3, the timescale is an intrinsic mate-
rial property (as is the case for all explosives) and is
not determined by the timescale of an external impulse.
The picosecond timescale response of shocked materials is
potentially observable using existing experimental tech-
niques. [24, 25]

A crude Arrhenius estimate of the variation of ki-
netic rates with DFTB representation of reaction bar-
riers gives a reaction zone timescale of 100 ps (factor of
10 slower than observed in simulations) for a DFTB re-
action barrier 0.8eV lower than actual, and a reaction
zone timescale of 1ns for a DFTB reaction barrier 1.6 eV
lower than actual. The calculated DFTB barrier for dis-
sociation of a gas phase HN3 molecule into N2 and HN
(one of the initial reactions, see Supporting Information)
is 0.6eV higher than QCISD/cc-PVTZ calculations, sug-
gesting that Arrhenius kinetics are slower in the DFTB
case.

The anomalously fast reaction times might be partially
understood in terms of the lack of significant chemical dif-
fusion. Carbon containing explosives, like nitromethane

(CH3NO2) and TATB (C6N6O6H6) are thought to ini-
tially form small molecules like CO2, N2, H2O, etc. fol-
lowed by carbon clusters on longer timescales. [3] Forma-
tion of such clusters requires the diffusion and accumu-
lation of carbon atoms, a process that has a timescale
slower than reactions that do not require any atomic dif-
fusion. The reaction zone length is reported to be on the
order of tens of microns in nitromethane and on the or-
der of 1 mm in TATB, [26] much longer than the 40 nm
length of HN3. Hydrazoic acid lacks carbon and there-
fore might be expected to have a faster decomposition
timescale.

Another condition for fast chemistry is that the tem-
perature at the shock front is sufficiently high to yield
fast kinetics. The temperature at the shock front is de-
termined by the equation of state of the material and
the magnitude of energy release during detonation, both
parameters that are unrelated to the activation barrier
magnitudes in the system.

The timescale for chemistry here is sufficiently fast
that reacting intermediates could be out of vibrational
equilibrium. It has been proposed that vibrational
disequilibrium might play an important role in shock-
induced chemistry. [27–29] While vibrational equilibrium
in molecular solids is established on timescales longer
than 1 ps, [30] the reaction intermediates observed here
have lifetimes that are much shorter. The primary in-
termediate N3 has an average lifetime of 330 fs. Some
direct evidence for vibrational disequilibrium can be ob-
served in the magnitude of kinetic energy fluctuations, or
instantaneous temperature fluctuations. In analog with
the NPH ensemble where temperature fluctuations are
related to the heat capacity at constant pressure, [31]
the MSST temperature fluctuations at equilibrium are
expected to be related to a heat capacity at constant

shock speed,
〈T (t)2〉−〈T (t)〉2

〈T (t)〉2 = 2
3N

(
1− 3kB

2c

)
. For a fixed

heat capacity c and number of atoms N , the magnitude
of fluctuations are expected to be time-independent at
equilibrium. Significant deviations from a constant value
can occur if the system is not in vibrational equilibrium.
The bottom panel in Figure 2 shows that the the magni-
tude of c deviates from equilibrium values by more than
an order of magnitude while chemistry occurs, indicating
that vibrational equilibrium is not established during this
period. Supplementary detail can be found in the Sup-
porting Information. Detonating HN3 is an unusual state
of matter where statistical mechanics-based approaches
to kinetic descriptions (e.g. transition state theory) are
questionable.

Figure 3 shows the time-dependence of electronic den-
sity of states in HN3 with a shock speed of 6 km/s, near
detonation speed. The Fermi-energy is depicted by the
white line. The bandgap of the material decreases upon
shock compression and states can be observed within the
gap during the region of peak chemical reactions from 2-
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FIG. 3. Time-dependence of electronic density of states in
shocked HN3 (near detonation conditions). The Fermi-energy
is depicted by the white line. The bandgap of the material
decreases upon shock compression and states can be observed
within the gap during the region of peak chemical reactions
from 2-10 ps.

10 ps. Similar behavior was observed on longer timescales
in earlier studies of detonation in nitromethane. [2]

The ultrafast kinetics of HN3 detonation may play a
role in the extreme sensitivity of this material to me-
chanical perturbations. The initiation of detonation is
thought to occur through localized hot regions in the ma-
terial (hot spots) that react and release energy before the
heat can diffuse away from the hot spot. [32] The critical
hot spot size decreases with increasing reaction kinetics,
leading to a material more sensitive to mechanical and
other perturbations. It is possible to speculate that the
ultrafast chemistry of this nitrogen compound may also
play a role in other polynitrogen compounds that have
been long sought as ultra-high energy density materials
like N4, N5 ions, and polynitrogen. [33, 34] The relation-
ship of the present results to the kinetics of metal-azides
is less clear since the metal chemistry may be quite dif-
ferent than that of hydrogen.

Conclusions. We have performed molecular dynamics
simulations of detonating HN3 from the shock front to the
final, Chapman-Jouguet state. These are the first simula-
tions of detonation in an azide material from beginning to
end. The simulations show that the material decomposes
into stable products in about 10 picoseconds. Deviations
from vibrational equilibrium occur during chemistry, a
feature associated with the fast kinetics of this material.

This work was performed in part under the auspices
of the U.S. Department of Energy by Lawrence Liv-
ermore National Laboratory under Contract DE-AC52-
07NA27344. AWR acknowledges funding from US DOE
Grant No. DE-FG02-97ER25308. This research used re-

sources of the National Energy Research Scientific Com-
puting Center, which is supported by the Office of Sci-
ence of the U.S. Department of Energy under Contract
No. DE-AC02-05CH11231.



5

∗ evanreed@stanford.edu
[1] A. Strachan, A. C. T. van Duin, D. Chakraborty, S. Das-

gupta, and W. A. Goddard, Phys. Rev. Lett. 91, 098301
(2003).

[2] E. J. Reed, M. R. Manaa, L. E. Fried, K. R. Glaesemann,
and J. D. Joannopoulos, Nature Physics 4, 72 (2008).

[3] M. R. Manaa, E. J. Reed, L. E. Fried, and N. Goldman,
J. Am. Chem. Soc. 131, 5483 (2009).

[4] D. W. Brenner, D. H. Robertson, M. L. Elert, and C. T.
White, Phys. Rev. Lett. 70, 2174 (1993).

[5] C. T. White, D. R. Swanson, and D. H. Robertson,
Molecular dynamics simulations of detonations, in Chem-
ical Dynamics in Extreme Environments, p. 547, London,
2001, World Scientific.

[6] J. J. C. Barrett, D. H. Robert, and C. T. White, Chem-
ical Physics Reports 18, 1969 (2000).

[7] B. L. Evans, A. D. Yoffe, and P. Gray, Chem. Rev. 59,
515 (1959).

[8] B. P. Aduev, E. D. Aluker, G. M. Belokurov, Y. A. Za-
kharov, and A. G. Krechetov, Zh. Eksp. Teor. Fiz. 89,
906 (1999).

[9] P. Gray, Nature 179, 576 (1957).
[10] M. R. Manaa and G. E. Overturf, in In-

ternational Detonation Symposium Proceedings,
http://www.intdetsymp.org/detsymp2010/, 2010.

[11] M. Elstner et al., Phys. Rev. B 58, 7260 (1998).
[12] M. R. Manaa, L. E. Fried, and E. J. Reed, J. Comp.

Aided Mat. Design 10, 75 (2003).
[13] D. Margetis, E. Kaxiras, M. Elstner, T. Frauenheim, and

M. R. Manaa, J. Chem. Phys. 117, 788 (2002).
[14] B. Aradi, B. Hourahine, and T. Frauenheim, J. Phys.

Chem. A 111, 5678 (2007).
[15] E. J. Reed, L. E. Fried, and J. D. Joannopoulos, Phys.

Rev. Lett. 90, 235503 (2003).
[16] E. J. Reed, L. E. Fried, M. R. Manaa, and J. D.

Joannopoulos, A multi-scale approach to molecular dy-
namics simulations of shock waves, in Chemistry at Ex-

treme Conditions, edited by M. R. Manaa, pp. 297–326,
New York, 2005, Elsevier.

[17] E. J. Reed, L. E. Fried, W. D. Henshaw, and C. M.
Tarver, Phys. Rev. E 74, 056706 (2006).

[18] E. J. Reed, A. Maiti, and L. E. Fried, Phys. Rev. E 81,
016607 (2010).

[19] E. J. Reed, Journal of Physical Chemistry C 116, 2205
(2012).

[20] B. M. Rice, W. Mattson, J. Grosh, and S. F. Trevino,
Phys. Rev. E 53, 611 (1996).

[21] R. K. Kurbangalina and E. A. Patskov, Zh. Prikl. Mekh.
Tekh. Fiz. 4 (1970).

[22] G. S. Yakovleva and R. K. Kurbangalina, Fiz. Goreniya
i Vzryva 12, 774 (1976).

[23] J. A. Pople, M. Head-Gordon, and K. Raghavachari,
Journal of Chemical Physics 87, 5968 (1987).

[24] K. T. Gahagan, D. S. Moore, D. J. Funk, R. L. Rabie,
and S. J. Buelow, Phys. Rev. Lett. 85, 3205 (2000).

[25] D. D. Dlott, Accounts of Chemical Research 33, 37
(2000).

[26] R. Engelke, S. A. Sheffield, H. L. Stacy, and J. P. Quin-
tana, Phys. Fluids 17, 096102 (2005).

[27] H. Eyring, Science 199, 740 (1978).
[28] D. D. Dlott and M. D. Fayer, J. Chem. Phys. 92, 3798

(1990).
[29] A. Tokmakoff, M. D. Fayer, and D. D. Dlott, J. Phys.

Chem. 97, 1901 (1993).
[30] S. Shigeto, Y. Pang, Y. Fang, and D. D. Dlott, J. Phys.

Chem. B 112, 232 (2008).
[31] J. R. Ray and H. W. Graben, Phys. Rev. A 34, 2517

(1986).
[32] F. P. Bowden and A. D. Yofee, Initiation and Growth of

Explosion in Liquids and Solids (Cambridge University
Press, Cambridge, 1952).

[33] M. I. Eremets, A. G. Gavriliuk, I. A. Trojan, D. A.
Dzivenko, and R. Boehler, Nature Materials 3, 558
(2004).

[34] K. O. Christie, Propellants, Explosives, Pyrotechnics 32
(2007).


