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The arrangement of the electronic levels in an interface between organic semiconductors is crucial
for the operation of devices such as solar cells and light emitting diodes. With the addition of de-
signed macro-molecules, we show that it is possible to control the relative position of the HOMO and
LUMO levels, and consequently improve the performance. The designed macro-molecules consist
of two end segments, each compatible with one of the interface components, and a central segment
which adds functionality to the interface. The tails control the position and the orientation of the
functional units. When the central functional unit is an electric dipole, an electrostatic field is
created due to the orientation of the dipoles, which shifts the electronic levels in a controled way.
We develop a theoretical framework, based on self-consistent field theory (SCF), to study the con-
centration and the orientation of the central functional units. We find that the levels can shift by
as much as several tenths of an eV.

Organic semiconductors are of intrinsic scientific in-
terest because strong competing interactions produce a
rich spectrum of tunable ground and excited electronic
states. These materials are technologically important for
a broad class of applications because of the tunability
of their electronic properties, their facile thin film and
heterostructure fabrication, and the possibility of creat-
ing nanoscale structures and devices through molecular
assembly techniques. Interfaces between two different or-
ganic semiconductors play a critical role in many devices
[1–4]. For example, interfaces are used to achieve exci-
ton dissociation in many organic solar cell designs and to
control carrier transport in many organic light emitting
diode designs [5–9]. In some organic device structures,
planar interfaces are formed by subsequent thin film de-
position techniques and in some device structures, such
as bulk heterojunction solar cells, arrays of nonplanar in-
terfaces are formed by phase segregation. The electronic
structure of the interface determines the behavior of elec-
tronic processes that occur at the interface. An example
of an important feature in the interface electronic struc-
ture is the relative positions of characteristic energies,
such as the highest occupied molecular orbital (HOMO)
and the lowest occupied molecular orbital (LUMO) lev-
els, of the constituent interface components.

Self-assembled monolayer (SAM) techniques have been
used to insert oriented electric dipole layers at planar
metal/organic semiconductor interfaces. The oriented
dipole layers were shown to shift the relative position
of the metal Fermi energy and the organic semiconduc-
tor HOMO and LUMO levels by as much as several
tenths of an eV [10, 11]. This interface energy shift was
used to produce greatly improved charge injection prop-
erties at the metal/organic semiconductor interface. The
molecules used for the SAMs had a thiol group at one
end that attached to a noble metal electrode and an elec-
tron attracting or repelling group on the other end that
produced the electric dipole moment. Because the thiol
group bonded to the metal electrode, the dipole layer at
the interface was oriented. This approach is not appli-

cable to nonplanar bulk heterojunction interfaces formed
by phase segregation.

Here we propose an approach to incorporate oriented
molecular layers at the interface between two organic
semiconductors that does not require planar interfaces

and is appropriate for bulk heterojunction materials
formed by phase segregation. We propose a systematic
way to manipulate the electronic properties of these inter-
faces by the addition of designed macro-molecules con-
taining a central functional segment. The long tails of
the molecule serve to place the central functional unit
at the interface and fix the orientation. An example of
the central functional unit is an electric dipole which can
manipulate interface electronic energy levels. We show
that such oriented dipoles can be used to shift interface
energy levels by as much as several tenths of an eV. This
finding is based on a theoretical mean-field treatment
[12–15] which allows for the study of concentration and
orientation dependence of the central functional units.

We consider two conjugated polymer organic semicon-
ductors labeled A and B that phase segregate when cast
out of solution. We add to the mixture of A and B, the
block copolymers A-C-B with the central functional C
segment. The A and B tails of the macromolecule serve
to place the central segment at the interface and to ori-
ent it with respect to the interface. Here we consider
that C carries an electric dipole which will manipulate
the electronic energy levels. Using self-consistent field
theory (SCF) [12–15] we study the concentration and the
orientation of the central functional units and calculate
the average dipole moment and the standard deviation
of the dipole moments from the average value. We find
the important result that the interface energy levels can
be shifted in a controlled manner by as much as 0.3 eV .

For simplicity we take the A and B polymers to have
the same degree of polymerization N , while the A-C-B
molecules have a degree of polymerization M which may
differ from N . We take the same number n of polymer
chains of type A and B, and a different number m of
chains of type A-C-B.For the model details and calcula-
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tions see [16, 17].
The basic SCF theory and the numerical methods for

the solution of the resulting field equations are described
in detail elsewhere [12–16]. Here we highlight the ba-
sic equations, and extend the theory to calculate new

fields such as the orientation of the C-segments in the
vicinity of the interface. The interaction of neighboring
monomers in the same polymer chain is described using
the Gaussian chain model with elastic energy H0, and
the incompatibility between different types of monomers
is described by the Flory-Huggins energy H1. α = M/N
is the ratio of the degree of polymerization of the A-C-B
and A or B polymers. The functional units C are small
conjugate chain, with length MC , the side chain of length
MA of type A, attached on one side located at s = fa,
and a similar chain of type B on the other side with
MB = MA at s = fb ( s is the normalized contour length
of the polymer). There is a polar side group attached on
each side of the middle segment C that add a negative
electric charge −q close to the A-C bond and a positive
charge +q close to the C-B bond as we show in Fig. 1(a).
The concentration of C increases in the vicinity of the
interface, and due to the attachments, the dipoles will
have an average orientation from the A-domain towards
the B-domain (Fig. 1a,b). The orientation of the electric
dipoles will create an electrostatic field, which will shift
the HOMO and LUMO levels of the conjugate polymers
as depicted schematically in Fig. 1(c,d,e).
For the electrostatic interactions we introduce the

charge densities [18, 19] Q̂− = −q
∑m

l=1
δ(r −Rl

C(fa)),

Q̂+ = +q
∑m

l=1
δ(r−Rl

C(fb)), and the total charge den-

sity then is given by ρ̂e = Q̂− + Q̂+. We also introduce
the electrostatic energy density

H2 =

∫

dr
{

ρ̂eΨ(r)−
ǫ

8π
|∇Ψ|2

}

, (CGS) (1)

where Ψ(r) is the electrostatic potential, and ǫ is the di-
electric susceptibility of the polymer system. The second
term in Eq. (1), with the minus sign, corrects for double
counting in the first term. In our formal structure, it is
convenient to use this form for the electrostatic energy
density.
The partition function and the free energy of the sys-

tem is calculated using SCF, and the mean values are cal-
culated at the saddle node approximation [12–19]. The
resulting equations are solved self-consistently to find the
monomer and charge densities. We normalize the den-
sities by dividing by the average monomer density ρ0,
therefore Φi is the normalized density of monomers of
type i, ωi is the related conjugate chemical potential field,
χi,j is the Flory-Huggins incompatibility parameter be-
tween species i and j, with ΦA +ΦB +ΦC = 1.
We introduce the dimensionless charge density Φq =

ρe/q and the electrostatic field Ψ′ = qΨ, which affect the
source term of the diffusion equation at the end points of
the functional unit C, where there is the electrostatic

charge. Minimization of the free energy with respect
to the electrostatic fields and densities gives a Poisson’s
equation to be solved self-consistently together with the
polymer equations ∇2Ψ′ = −(A/M)Φq, where M is the
degree of polymerization of the A-C-B polymer chains,
and the constant A contains the other polymer and elec-
trostatic quantities (density, local charge, permeability
etc) A = q2(4πρ0/ǫ). We have estimated the value of
this constant for PPV, to be A ≃ 50 eV monomer/nm2

assuming that the electronic charge at the ends of the
functional unit is ±e.
For every A-C-B molecule we assign a dipole moment

~dl = d0 ( ~Rl(fb) − ~Rl(fa) ) (where s = fb is the head
of C, and s = fa the tail of C). For small C segment we
can assign this dipole moment at a particular point in
space ~Rl(m) where s = m at the middle of C. Based on
this definition, we get the distribution of dipole moments
for a particular molecular configuration, D̂(~r) and the
moment from all A-C-B molecules

D̂(~r) =
∑

l

~dl δ(~r − ~R(ml)). (2)

The average field distribution of the dipole moments
corresponds to the statistical average of this vector field
calculated over all possible realizations [20]. We use the
field theory approach for the calculation of this statistical
average, applying the Hubbard-Stratonovich transforma-
tion. Here we derive an expression for the field dipole dis-
tribution ~D(~r) = 〈D̂(~r)〉 using the SCF theory (for the
detailed calculation see [16, 17]). In addition, we derive
the expression for the second moment of the distribution
of the dipole vectors σ2

D(~r).
For the numerical solution of the SCF equations we fix

the degree of polymerization of the A and B homopoly-
mer chains to N = 1000 and the length of the functional
unit MC = 40, while the length of the A and B attach-
ments MA = MB varies, depending on the simulation.
We performed numerical simulations for different values
of the Flory-Huggins incompatibility parameters, here we
present typical behavior of the system for χAB = 6 which
is sufficient for the formation of the interface in A/B
blends (perpendicular to the x-direction). We also set
χAC = χBC = 0, the results remain qualitatively the
same for small variations of χAC and χBC . The simu-
lations are performed in a square 64 × 64 lattice with
periodic boundary conditions.
In Fig. 2(a,b) we plot the calculated density of the

three components ΦA, ΦB, ΦC , and the dipole moment
Dx(r) for MA = MB = 450 (Fig 2c). As seen in the fig-
ure, the functional units C have a higher concentration in
the vicinity of the A/B interface. This increase in ΦC at
the interface reduces the enthalpic repulsion between A
and B, and therefore minimizes the total free energy. Due
to the tails attached on the functional units, the C dipoles
have an average orientation in a direction perpendicular
to the interface. The orientation and the fluctuations of
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the dipoles are calculated using the field equation derived
from equation (2). In Fig. 2(c) we present the average
orientation of the dipoles, the arrows indicate the direc-
tion of the dipoles (left to right for positive, and right to
left for negative values).

The average orientation of the dipoles in a direction
perpendicular to the interface leads to an electrostatic
charge density distribution in the material, due to the
±q charge on the two ends of the C-segment. Solving the
Poisson’s equation we find that there is an electrostatic
field Ψ′ difference between the A and B domains, which
is of order 0.3 eV . In Fig. 2(d) we show the electrostatic
field Ψ′ (for the same parameters as in Fig. 2(a,b)). In
Fig. 2(e) we show the density of the electric charges
Φq. We see that there is an accumulation of positive
charge (Φq > 0) in the B domain, and a negative charge
(Φq < 0) in the A domain, which creates the electrostatic
field difference shown in Fig. 2(d).

In Fig. 3(a) we show the variation of the average orien-
tation of the dipoles as a function of the length of the at-
tachments MA = MB. The entropic and enthalpic forces
on the dipoles increase, as the length of the attachment
increases, which affects both the concentration and the
orientation of the C segments. The result as we show
in this figure, is that the dipole moment increases with
the length of the attachments which leads to an increase
of the charge density distribution, and the electrostatic
field variation between the two domains. In Fig. 3(b) we
plot the potential difference ∆Ψ′ between the A and B
domains as a function of the length of the attachments
(in monomer units).

As seen in Fig. 4(a), the orientation of the dipoles
(and therefore the electrostatic field) is affected by the
relative concentration of the functional units. As the vol-
ume fraction vC of molecules of type A-C-B is increased,
the number of dipoles in the vicinity of the interface in-
creases, and therefore there is an increase in the dipole
moment and the electrostatic potential. This increase
continues until the relative volume fraction is of order 0.3.
For volume fractions larger than this value, the dynamics
of the A-C-B molecules start to influence the structure of
the interface, making it wider, and therefore it effectively
reduces the C concentration, while at the same time it
increases the fluctuations σ2. For volume fractions of the
order of 0.7, the interface is destroyed, and the dipoles
are uniformly distributed with random orientation.
The deviation of the distributions of dipoles σ2 as a

function of the volume fraction is plotted in Fig. 4(b).
Due to the concentration of the dipoles at the interface,
for vC < 0.3 the deviation is almost zero in the middle
of the A or B domains, while it has a small value on the
interfaces. This means that the distribution of dipole
orientations is small. When the volume fraction becomes
larger than vC > 0.3, the interface becomes wider, which
results in a wider distribution of the orientation of dipoles
(with larger values of σ2). For larger values of the volume

fraction, the interface is destroyed, and we find a uniform
distribution of dipole orientations, with large values of
σ2.

In conclusion, interfaces between organic semiconduc-
tors are essential for the operation of a wide range of
organic semiconductor devices. We have shown that the
electronic properties of these interfaces can be manipu-
lated by introducing designed macro-molecules consist-
ing of two end segments, each compatible with one of
the interface components, and a central segment which
adds functionality to the interface. The concentration
and orientation of the functional units is controlled by
the attachment tails. We developed a mean field theory
to study the position, orientation and statistical fluctu-
ations of the functional units. For the specific case of
electrostatic dipoles as functional units, we find that the
HOMO and LUMO levels of the constituent organic semi-
conductors can be adjusted by as much as several tenths
of an eV. These results provide an exciting new inter-
face design strategy for organic semiconductor devices,
in particular bulk heterojunctions.
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Figures

FIG. 1: Schematic representation of the polymer structure,
the interface and the electronic levels. (a) The polymers, A,
B, and the macromolecule A-C-B, (b) schematic diagram of
the oriented macromolecules concentrated at the interface, (c)
HOMO and LUMO electronic levels of the A/B interface, (d)
shifted HOMO and LUMO levels in the presence of oriented
electric dipoles, with −q in the A domain, and +q in the
B domain, (e) shifted HOMO and LUMO levels with dipole
orientation opposite that (d).

FIG. 2: Monomer densities, dipole moment, electrostatic po-
tential and charge density as a function of position: (a) ΦA

and ΦB , (b) ΦC , (c) x component of the dipole moment
Dx/d0Rg, (the arrows indicate the average direction of the
C dipoles), (d) electrostatic potential (in eV), (e) normalized
charge distribution Φq (lower panel) as a function of position.

FIG. 3: (a) Calculated x-component of the dipole moment
Dx/d0Rg as a function of position and the length of the chains
attached to the functional unit MA = MB , (b) calculated dif-
ference in the electrostatic potential ∆Ψ′ in eV, as a function
of the length of the chains attached to the functional unit
MA = MB.

FIG. 4: (a) Calculated x-component of the dipole moment
Dx/d0Rg as a function of position and the volume fraction
of the functional units, (b) calculated standard deviation
σ2/d20R

2

g of the orientation of the dipoles from the average
value, as a function of position and the volume fraction of the
functional units.
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