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Abstract

Measurements of the hot electron generation by the two-plasmon-decay (TPD) instability are

made in plasmas relevant to direct-drive inertial confinement fusion. Density scale lengths of

400 µm at ncr/4 in planar CH targets allowed the TPD instability to be driven to saturation for

vacuum intensities above ∼ 3.5× 1014 W-cm−2. In the saturated regime, ∼ 1% of the laser energy

is converted to hot electrons. The hot electron temperature is measured to increase rapidly from

25 to 90 keV as the laser beam intensity is increased from 2 to 7× 1014 W-cm−2. This increase in

the hot electron temperature is compared with predictions from nonlinear Zakharov models.
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Direct-drive inertial confinement fusion (ICF) is an encouraging path to high-gain inertial

fusion energy [1]. In the direct drive approach to ICF, high-power, moderate intensity laser

beams (∼ 7 × 1014 W cm−2) produce and propagate through a high-temperature (Te ∼

3.5 keV) long-scale-length (Ln ∼ 500 µm) underdense plasma prior to depositing energy near

the critical surface of a spherical capsule. A series of shocks are launched which adiabatically

compress the nuclear fuel to fusion conditions [2–4]. For the most efficient compression, the

shocks are driven on a low adiabat [5] and ignition is susceptible to preheat; heating of the

unablated fuel by “hot” electrons increases the implosion adiabat, reducing the compression

efficiency. Typical direct-direct drive ignition designs can withstand on the order of 0.1% of

the laser energy converted to preheat [6].

Electrons can be accelerated to high energies by the two-plasmon decay (TPD) instabil-

ity [7] in which the incident electromagnetic wave decays into two electron plasma waves [8–

10]. The instability grows rapidly through the resonant coupling of the electric field of the

incident laser beam and the longitudinal electrostatic field of the two electron plasma waves.

The dependence of the TPD growth on the hydrodynamic conditions is evident in the con-

vective (intensity) gain exponent for the instability of a single plane electromagnetic wave

parallel to the density gradient [GSB ≃ 2.1×10−2Is(×1014 W-cm−2)Ln(µm)/Te(keV ) where

Is is the single laser beam intensity, Ln is the density scale length, Te is the electron temper-

ature, and all parameters are taken at ncr/4, ncr ≃ 1022 cm−3] [11–13]. Simulations based

on a nonlinear Zakharov model [14] indicate that electrons are stochastically accelerated to

high energies (> 50 keV) by enhanced electron plasma waves. Once above threshold, the

hot electron temperature is shown to scale with IqLn/Te [15], where Iq is the overlapped laser

intensity at quarter critical.

Early experiments using CO2 lasers measured the first hot electrons generated by

TPD [16] and the associated electron plasma waves using Thomson scattering [17]. More

recent experiments focusing on TPD in direct-drive ignition conditions [18] demonstrated

that the efficiency of hot-electron generation scaled with overlapped laser beam intensity [19].

Furthermore, these studies showed a nearly constant hot electron temperature [20] and satu-

ration of the hot electron generation at 0.1% of the incident laser energy when plotted against

the vacuum laser intensity. This apparent saturation and low level of electron generation was

a result of the hydrodynamics; the small laser spots used to produce the highest intensities

limited the scale length to less than Ln < 200 µm. When taking this into account, the ratio
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of the drive intensity to the threshold did not change appreciable (i.e. IqLn/Te ∼ constant).

In general, the maximum scale-length at quarter critical is given by half of the diameter of

the laser beams spot and Fig. 1(a) shows that increasing the diameter of the laser beams

while maintaining a constant intensity allows IqLn/Te be increased.

In this Letter, we present the first measurements of a rapid increase in the hot elec-

tron temperature (25 keV to 90 keV) while driving the two-plasmon decay instability to

saturation at direct-drive ignition plasma conditions. The large laser spots and high inten-

sities used in these experiments produced a 400 µm long-scale-length 2.5 keV plasma where

IqLn/Te is increased by nearly a factor of four when the laser intensity is varied from 1.3 to

7 × 1014 W-cm−2. These long-scale-lengths led to a low intensity (< 1.3 × 1014 W-cm−2)

onset of hot electron generation which is driven to saturation (∼ 1%) for intensities above

3 × 1014 W-cm−2. Thomson scattering is used to validate the hydrodynamic modeling by

measuring the electron temperature at quarter critical. The rapid increase in hot electron

temperature is compared with simulations that use a Zakharov model designed to provide

a physics-based predictive capability for TPD at ignition conditions.

For this study, four ultraviolet (3ω, λ = 0.35 µm) beams available from the OMEGA

EP [21] produced the required intensities over a large-diameter laser spot (∼ 1 mm), to

create 400 µm plasma density-scale lengths at ncr/4 [Fig. 1(b)]. The long-scale-length CH

plasma is produced by illuminating a 30-µm-thick CH layer deposited on 30 µm of Mo and

backed with an additional 30 µm of CH target.

Two-dimensional hydrodynamic simulations using the code DRACO [22] show that the

maximum achievable scale length in planar geometry is obtained by maximizing the over-

lapped laser beam intensity while providing enough time for the plasma to reach steady

state [Fig. 1(b)]. For the highest laser beam energies available at 2 ns, the optimal laser

spot size is ∼ 1 mm in diameter —a further increase in laser spot size reduces the intensity

on target resulting in a shorter scale length. For the experimental conditions presented here,

the scale length reaches a steady state after about 1.5 ns and the asymptotic scale length is

given by Ln ≃ 250 µm (I14)
1/4.

A maximum overlapped laser intensity of 7 × 1014 W-cm−2 was achieved using a total

energy on target of 8.7 kJ in a 2-ns flat top laser pulse [Fig. 1(b)]. The four UV beams are

incident on the target at an angle of 23◦ with respect to the target normal and are linearly

polarized in the same direction. Two sets of distributed phase plates (DPP) [23] were used

3 (February 17, 2012)



(a)

0

100

200

300

400

0

2

4

6

8

0 0.5 1 1.5 2 2.5 3
Time (ns)

In
te

n
s

ity
 

(1
0

1
4 W

-c
m

-2)
L

n
 (
µ

m
) (b)

400

500

600

700

200 400 600 800 1000 1200
Focal Spot Diameter (µm)

7x1014 W-cm-2

I q
L

n
 

T
e

W
-µ

m

c
m

2
-k

e
V

(

(

1
0

1
4

Rarefaction

wave

FIG. 1: (a) The calculated plasma parameters as a function of the diameter of the laser beams, at

constant intensity (7× 1014 W-cm−2), demonstrates that the high intensities over large laser spots

available in these experiments allow the TPD parameter (IqLn/Te) to be extended to direct-drive

ignition conditions. (b) At the conditions for this experiment (1000 µm diameter laser spot), the

density-scale length (left axis) is calculated to reach nearly 400 µm for the highest intensities tested

(right axis).

(840 µm and 890 µm diameter measured at the 1/e intensity points) to produce a combined

intensity distribution that has a super-Gaussian profile with a diameter of nearly 1 mm.

Figure 2 shows a Thomson scattering spectrum that provides a measure of the electron

and ion temperature as a function of time at the 3ω quarter critical surface. The rarefraction

wave launched from the CH-Mo interface is observed in the Thomson scattering spectrum

1.11 ns after the laser beams turns on which is in excellent agreement with the hydrodynamic

simulations [Fig. 1(b)]. Although the density scale length at quarter critical is not directly

measured, the excellent agreement between the measured and simulated time of arrival of

the rarefraction wave demonstrates the accuracy of the thermal conduction model and is a

strong indication that the calculated density and temperature profiles are accurate.

The Thomson scattering measurements were obtained on the OMEGA Laser system using

the same target platform, pulse-shape, and similar laser beam diameters (800 µm FWHM)

as used on the OMEGA EP experiments. A 20 J, λ4ω = 0.26 µm, f/6.7 Thomson scattering

probe beam was focused to a diameter of 60 µm and the Thomson scattered light was
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FIG. 2: (a) Thomson scattered light from near the quarter critical density for 3ω light is spectrally

and temporally resolved to measure the ion-acoustic features. The electron and ion temperatures

as a function of time are obtained by fitting the standard dynamic form factor [24] to the measured

spectra that are averaged over 50 ps. A best fit (white curve) to the measured spectrum at 0.8 ns

(red curve) is obtained for Te = 1.6 keV, Ti = 1.0 keV. (b) The electron (solid) and ion (dashed)

temperatures calculated by DRACO compare well to the measurements. The data are obtained

for an intensity of 3× 1014 W-cm−2.

collected from a 60 µm × 75 µm × 75 µm volume located 200 µm from the initial target

surface [25]. The Thomson scattering diagnostic probes ion-acoustic waves propagating

nearly parallel (within ∼ 10◦) to the target surface (ka = 2k4ω sin(θ/2) where k4ω = 2π/λ4ω

and θ = 63◦ is the scattering angle).

The energy in the Mo Kα emission line (EKα
) was measured using an absolutely calibrated

planar LiF crystal spectrometer that views the target from the incident laser side at an an-

gle of 63o from the target normal [26]. The hot electron temperature (Thot) is determined

from the slope of the hard x-ray radiation that is assumed to be exponentially decreasing

[exp (−E/Thot)]. Monte Carlo simulations show that the hard x-ray spectrum, in this energy

range, provides a good estimate to the incident electron spectrum [26]. The time-integrated

x-ray radiation above ∼ 40 keV, ∼ 60 keV, and ∼ 80 keV are obtained using a three-channel

scintillator detector (HXRD). The ratio of the signals obtained for each pair of channels pro-

vides a measure of the hot electron temperature and a χ2 analysis using the three measured
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FIG. 3: The measured time history of the hard x-ray emission (> 40 keV) is shown for (solid)

7× 1014 W-cm−2 (right axis), (dots) 2.4× 1014 W-cm−2.

signals is performed to determine the best hot electron temperature [27]. For example, the

ratios between S60/S40, S80/S40, and S80/S60 result in hot electron temperatures of 76 keV,

78 keV, and 82 keV, respectively, for the data taken at intensity of 6.8× 1014 W-cm−2. The

χ2 analysis determines 77 keV. The fact that the three ratios are virtually the same testifies

that the spectrum is indeed exponential. The error in the measurement of the hot electron

temperature is 20% and is dominated by the uncertainties in the relative sensitivities of the

three channels.

Figure 3 shows the time history of the x-ray radiation above 40 keV measured by the

HXRD. At the highest overlapped-laser-beam intensity (7 × 1014 W-cm−2), the hard x-

ray signal increases rapidly ∼ 0.5 ns after the laser turns on. For an intensity of 2.4 ×

1014 W-cm−2, the signal is a factor of ∼ 200 smaller.

Monte Carlo simulations using the code EGSnrc [28] are used to relate the measured

Mo Kα energy to the total energy in fast electrons. The 17-keV Mo Kα line is sufficiently

high in energy to ensure that photo-excitation from the Te ≃ 2.5 keV coronal plasma region

does not contribute to the Kα emission measurements. This ensures that the measured

Kα emission is a result of K-shell impact and hard x-ray photo-ionization caused by the

hot electrons produced by TPD. For the electron spectra discussed in this paper (Thot =

20−100 keV), the Monte Carlo simulations indicate that for a given hot electron temperature

and specific experimental geometry, the total electron energy is directly related to the total

Kα energy; Eelectrons(J) ≈ 150EKα
(mJ/sr)/

√

Thot(keV). Furthermore, the simulations show

that electrons with energies less than 120 keV are stopped within the Mo, resulting in nearly

all of the electrons accelerated by TPD being absorbed in the target.

Figure 4(a) shows that the fraction of laser energy converted into hot electrons scales
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FIG. 4: (a) The fraction of total laser energy deposited in to the hot electrons is plotted as a function

of the vacuum intensity (bottom axis) and IqLn/Te (top axis). (b) The hot electron temperature

inferred from the HXRD hard x-ray measurements (circles) is shown. The hot electron temperature

calculated by ZAK (open squares) and QZAK (solid squares) are included for reference.

exponentially with IqLn/Te over nearly three orders of magnitude when the vacuum over-

lapped laser intensity is varied from 1.3 to 3 × 1014 W-cm−2 and continues to grow at a

slower rate as the vacuum intensity is extended to 7× 1014 W-cm−2. Over this entire range,

the hydrodynamic simulations indicate that the overlapped intensity of the laser beams at

ncr/4, where TPD has the largest growth rate, is reduced from the vacuum intensity by

∼ 55% while the density scale length and the electron temperature at the same location

7 (February 17, 2012)



increased from 1.4 keV to 2.5 keV and 280 µm to 400 µm, respectively. The large fraction of

laser energy converted into hot electrons and its observed saturation, is a direct consequence

of the simultaneous high intensity and long-scale lengths produced in these experiments.

Figure 4(b) shows that the hot electron temperature increases from 25 keV to 90 keV as

the laser intensity is increased from 2 to 7 × 1014 W-cm−2. These experimental results are

compared with calculations from two theoretical models of two-plasmon decay instability for

the exact parameters of the experiment. The open squares are results obtained from the code

ZAK [13] which solves the equations of the extended Zakharov model [14]. The saturating

nonlinearities included in the model are density profile modification [29], Langmuir wave

cavitation [30], and the generation of ion acoustic turbulence [13, 15]. While this plasma-

fluid model is able to describe the growth and nonlinear saturation of the instability, it

does not include kinetic effects responsible for hot electron generation. An estimate for

the hot electron temperature is instead obtained from the nonlinearly saturated state via

the integration of test-electron trajectories in the electrostatic fields associated with the

Langmuir turbulence (see Ref. [15] for more details).

The electron plasma wave spectrum at saturation is found to be very broad, extending

from small wave-numbers up to the Landau cutoff (kλD = 0.25). When the effect of the

turbulent electron plasma wave spectrum on hot electron production is investigated by

integrating electron test particle trajectories [15], the heating is found to be diffusive for

electrons above a threshold energy corresponding to the smallest phase velocity plasma

waves (those at the Landau cutoff, 1/2mev
2

φ ∼ 20− 30 keV). The rate of diffusion (heating)

was found to scale with IqLn/Te as a result of the interplay between the r.m.s plasma wave

amplitudes and the available acceleration length [15].

The solid squares show the results of a generalization of the ZAK model, called QZAK,

currently under development, where kinetic effects are taken into account self-consistently in

the quasilinear approximation [31]. The addition of kinetic effects reduces the amplitude of

the electron plasma waves reducing the hot electron temperature for a given IqLn/Te. The

difference between the two model predictions highlights the difficulty in making predictive

calculations of a highly turbulent and complex physical system.

The target platform used in these experiments was designed to account for all of the

hot electrons generated by TPD and, in general, the coupling of hot electrons to a fusion

target (preheat) will be reduced by the electron divergence, a geometric factor depending
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on the distance between where the electrons are created and where they are absorbed, the

energy distribution of the electrons, and other loss mechanisms. The planar nature of these

experiments, the fact that the laser beams are at near normal incidence to the target, and

that they are linearly polarized in a common direction without polarization smoothing all

tend to maximize the hot electron generation.

In summary, the high laser intensities generated over 1-mm diameter laser spots produced

400 µm long density scale length plasmas that allowed two-plasmon decay to be driven to

saturation. The hot electron temperature is measured to increase rapidly (25 keV - 90 keV)

with increasing laser beam intensity (2−7×1014 W-cm−2). The total energy in fast electrons

generated by TPD is measured to increases exponentially and saturates at a level of ∼ 1%

of the laser energy. The comparison of these experimental results, in the ignition relevant

regime, with current TPD simulation tools constrains the theoretical/numerical models of

hot electron generation by TPD. This is of paramount importance because these models are

being used to explore strategies for the mitigation of hot electron production in direct-drive

ICF.
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