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The parameters in the macroscopic “droplet” part of the finite-range droplet model (FRDM) are
related to the properties of the EOS. In the FRDM (1992) version, the optimization of the model
parameters was not sufficiently sensitive to variations of the compressibility constant K and the

density-symmetry constant L to allow their determination.

In the new, more accurate FRDM-

2011a adjustment of the model constants to new and more accurate experimental masses allows the
determination of L together with the symmetry-energy constant J. The optimization is still not
sensitive to K which is therefore fixed at K = 240 MeV. Our results are J = 32.5 £ 0.5 MeV and
L =70415 MeV and a considerably improved mass-model accuracy ¢ = 0.5700 MeV, with respect
to AME2003 for FRDM-2011a, compared to o = 0.669 MeV for FRDM (1992) (with respect to
AME1989). These values are compatible with those obtained from other considerations.

PACS numbers: 21.10.Dr, 21.65.+f

Several constants of the FRDM are related to the
equation-of-state symmetry and compressibility param-
eters. Recently substantial efforts have been devoted
to determining realistic values of the symmetry-energy
constants experimentally [1] and theoretically [2, 3]. In
the 1990’s when the FRDM was developed, it was diffi-
cult to determine the compressibility K and the density-
symmetry L from adjustments to known masses, but the
the value 32.73 MeV was obtained for the symmetry-
energy constant J [4]. Nuclear masses in the FRDM
(1992) table compared to experimental data known at
that time with a model o = 0.669 MeV (see Ref. [4] for a
definition of o). Subsequently, as additional masses were
measured we learned that they were well predicted by
the model: the model reproduced 529 new masses with
o = 0.462 MeV [5-7].

In the FRDM (1992), the compressibility K and the
density-symmetry L were fixed at 240 MeV and 0, re-
spectively. Recently we have taken advantage of vastly
increased computer power to improve our calculations
which led to a mass model FRDM-2007b with o = 0.5964
MeV with respect to the most recent mass evaluation
AME2003 [8]. In these calculations we still retained
K = 240 MeV and L = 0 [7, 9]. We now also take
into account the effect of axially asymmetric deforma-
tions on the ground-state mass and redetermine the
9 macroscopic-model constants, including the density-
symmetry constant L, so as to minimize the mass-model
o with respect to the AME2003 [8]. These steps, high-
lighted in Fig. 1, lead to FRDM-2011a with ¢ = 0.5700
MeV.

We review briefly these previous results in lines 1-4 of
Table 1. in which we show the mass model parameters
determined from adjustments to experimental data and
associated model accuracy. The different lines represent
results under different assumptions. Line 1 shows the pa-
rameters and accuracy of the FRDM (1992). Increased

* moller@lanl.gov

Successive FRDM enhancements

Optimization (1 — 2)
The search for optimum FRDM macroscopic pa-
rameters has been improved.

Accuracy improvement: 0.01 MeV

New exp. mass data base (2 — 3)
We agree better with the new mass data base
Accuracy improvement: 0.04 MeV

Full 4D energy minimization (3 — 4)
Search for minimum energy versus eo, €3, €4, €@,
full 4D in steps of 0.01.

Accuracy improvement: 0.02 MeV

Axial asymmetry (4 — 5)
Results in correct gs assignments in SHE regions,
and mass improvements.

Accuracy improvement: 0.01 MeV
L variation (5 —7)
Accuracy improvement 0.02 MeV

FIG. 1. Impact of successive enhancements to FRDM(1992)
with ¢ = 0.669 MeV, leading to FRDM-2011-a with ¢ =
0.5700 MeV. The line numbers in Table 1 corresponding to
before and after enhancement are given in parenthesis.

computer power allowed us to search more completely for
the optimum parameter set, yielding o = 0.6614 MeV [7].
When an optimum parameter set has been determined,
the mean deviation u, [4] is normally very close to zero,
so to show this we give p and o in Table 1 to 4 deci-
mals. The fairly large value of  in line 1 is an indication
that the parameter set was not optimally determined.
Because some effects in the FRDM are calculated by ex-
pansions valid only for small deviations from spherical



shape we no longer consider fission barriers in our adjust-
ment [10, 11]. Their elimination yields a minor further
decrease in o, by 0.0017 MeV, to 0.6591 MeV, line 2.
We showed previously [7] that although the parameters
were now more tightly determined, the model extrapo-
lated even better to the 529 new masses, with ¢ = 0.4174
MeV rather than o = 0.4617 MeV with the original pa-
rameter set. Often, when model parameters are more
tightly tied to a limited data set it will extrapolate more
poorly to data outside the region of adjustment. That
the opposite is true here is a strong indication that the
various terms in the macroscopic model are realistic and
that the number of parameters is not excessively large.

In the FRDM (1992) mass calculation the potential en-
ergy was calculated on a coarse two-dimensional grid in
the quadrupole €2 and hexadecapole €4 shape parameters
with spacings 0.05 and 0.04, respectively. The ground-
state (gs) deformations were then determined by inter-
polation. With the gs values of es and €4 fixed, the
octupole €3 and hexacontatetrapole €5 deformation pa-
rameters were varied separately and the lowest energy
obtained was identified as the ground-state mass. We
now vary all four (es,e3,€4,66) in a full four-dimensional
space with a spacing of 0.01 for each variable to deter-
mine the ground-state shape and shell correction. The
optimum macroscopic model constants are in line 4 of
Table 1 yielding a mass table with o = 0.5964 MeV with
respect to AME2003. About half the improvement from
0.6688 MeV (top line) to 0.5964 MeV comes from a more
accurate calculation, the other half is the consequence of
the new experimental mass data set, in which many in-
correct masses in the old data set have been removed or
corrected and new mass data added. In a separate cal-
culation [12, 13] we have recently calculated the effect of
axial asymmetry on nuclear masses and include here this
enhancement which improves the accuracy by 0.01 MeV
(Table 1, line 4). This improvement may seem minor,
but has a major impact for the limited number of nuclei
where axial asymmetry occurs, deviations between ex-
periment and calculations are reduced by up to 0.8 MeV,
and ground-state shapes and level structure better pre-
dicted [12, 13]. Squeezing the o of the mass deviation is
not the only item of importance; we also look closely at
several other properties, in particular how well the model
can predict properties of unknown nuclei.

In a final step we again vary the macroscopic model
parameters but also, for the first time, release L to vary
freely. This results in the mass table FRDM-2011a, line 7
in Table 1. We reach o = 0.5700 MeV. The improvement
due to the variation of L is 2.9%. In Fig. 2 we show the
difference between experimental data [14] and this new
calculated mass table. The improvement due to L vari-
ation may not seem striking, but when the mass model
o is as low as in this case experience has taught us that
it is quite difficult to obtain further improvements so the
effect is significant. Because the density-symmetry effect
is a higher-order effect [15] we cannot obtain a large ef-
fect on the mass model accuracy by L variation. Rather
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FIG. 2. Differences between measured and calculated masses
corresponding to line 7 in Table 1.

the issue is: can we at all determine the effect when it is
fairly small? We make the case we can, but previously,
in a less accurate mass model we could not.

We show the robustness of the results including the
determination of L by calculating the mass model ac-
curacy for newly measured masses that were not taken
into account in our adjustment of model parameters. Re-
cently the interim AME2011 experimental mass evalua-
tion [14] was released. It contains 154 new masses relative
to AME2003 that we did not use in our adjustment. In
line 8 of Table 1 we see that the accuracy of FRDM-2011a
for these nuclei is 0.5618 MeV, that is no divergence is
observed although we apply the model to nuclei outside
the region of adjustment. The table FRDM-2011b, which
was also adjusted to AME2003, but with L fixed at zero
“extrapolates” less well to this new region, the accuracy
is only ¢ = 0.6212 MeV, line 6 in Table 1. Very impor-
tantly, if the improvement in accuracy that we obtained
when L was varied were due to “just an additional pa-
rameter”, then the mass table obtained after L variation
would extrapolate very poorly compared to the L = 0
mass table. This is not the case.

From Table 1, lines 1-10 we estimate the uncertainty
in the values of J and L from the values obtained un-
der different constraints, such as different experimental
data sets and the increasing refinement of the theory, as
discussed above. The parameter J varies only in a nar-
row range, from 32.11 MeV to 32.98 MeV, and L, in its
two determinations varies by 15 MeV. The best estimates
are in line 7. Therefore we conclude that best values for
J and L, with error bars are J = 32.5 £ 0.5 MeV and
L =704 15 MeV, using the same estimate for the lower
bound for L as was obtained for the upper bound. These
are uncertainties related to the experimental data. Un-
certainties due to issues of model formulation are in the
category of “systematic” errors and in practice challeng-
ing to estimate. Very briefly we can say that the ear-
lier FRDM (1992) has over 20 years compared extremely



Line Model A/C a1 as J Q L ap  Ca C ~ Hth Oth;u=0
No (MeV) (MeV) (MeV) (MeV) (MeV) (MeV) (MeV) (MeV) (MeV) (MeV)
1 (92) 1/1 16.247 22.92 32.73 29.21 0 0.00 0.436 60 0.831 0.0156 0.6688
2 (92)-b  1/1 16.286 23.37 32.34 30.51 0 —5.21 0.468 179 1.027 0.0000 0.6591
3 (06)-a 2/2 16.274 23.27 32.19 30.64 0 —5.00 0.450 169 1.000 0.0000 0.6140
4 (07)-b  2/2 16.231 2296 32.11 30.83 0 —3.33 0.460 119 0.907 0.0000 0.5964
5 (11)-b  2/2 16.231 2295 32.10 30.78 0 —3.14 0456 113 0.896 0.0001 0.5863
6 (11)-b 2/3 ~0.0850 0.6212
7 (11)-a 2/2 16.147 22.44 32.51 28.54 70.84 —2.96 0.531 150 0.880 —0.0004 0.5700
8 (11)-a 2/3 ~0.0516 0.5618
9 (11)-c 1/1 16.251 23.10 32.31 30.49 0 —3.43 0471 123 0.935 —0.0003 0.6300
10 (11)-d 1/1 16.142 2239 3298 27.58 8595 —2.64 0.548 138 0.853 0.0000 0.6092
11 HFB21 2/2 16.035 30.00 46.58 —0.0603 0.5587
12 HFB21 2/3 0.1959 0.6504
13 (FY1970) 2/2 15.949 21.10 31.37 32.49 0 1.76 0.543 78  0.589 —0.0001 0.6909
14 (FY1970) 2/2 15935 21.01 31.37 31.96 39.03 2.30 0.543 106 0.668 —0.0003 0.6876

TABLE I. FRDM (1992) and successive enhancements. Adjustments have been performed for 9 macroscopic constants, i.e, the
volume-energy (a1), the surface-energy (az2), the symmetry energy (J), the effective surface-stiffness (Q), the density-symmetry
(L), the A° (ao), the charge-asymmetry (ca), the preexponential compressibility term (C) and the exponential compressibility-
term range (vy) constants. The second column indicates a model designation and the third is which data set (denoted “17, “27,
or “3”) the model was “Adjusted and Compared (A/C)” to. The last two columns are the mean deviation (with sign) pen and
the model o¢n; =0, both defined in Ref. [4], with respect to the data set specified in the “C” column. In column three, the data
sets “17, 27, and “3” stand for the Audi 1989 mass evaluation [16], the Audi 2003 mass evaluation [8], and masses that are
in the 2011 evaluation [14] but not in the 1989 evaluation, respectively. There are 154 such new nuclei in data set “3” in the
region we consider (Z > 8, N > 8). The model constants are given in the middle section. The top line gives the original model
constants [4]. When no values are given, the set on the line just above is used. The value “0” in the L column indicates L was

fixed at zero. See the text for additional discussions.

well to new measurements both towards the drip lines
and towards the superheavy region [5, 7, 17], which is
compatible with a low systematic error. Can the model
become more accurate? It has been suggested that the
residual error is due to the presence of specific types of
chaotic motion [18, 19]. However, we note that in Fig. 2
some type of correlated behavior in the error stands out,
in particular large and correlated errors in the region of
light nuclei. It has been our experience previously that
straightforward remedies for such correlated errors can
sometimes be identified [4, 12]. However, some devia-
tions are outside the model. At N = 56 some nuclei
near Z = 40 are underbound by up to 2 MeV. Fur-
ther away from Z = 40 deviations are near zero. It is
a well-known experimental observation that the N = 56
subshell widens near Z = 40 leading to more bound nu-
clei than obtained in theoretical calculations. There is
no mechanism in our model that can widen N = 56 near
Z =40 in a global approach. But it might be described
by an additional term or “force” in the single-particle
potential, for example a tensor force [20].

In lines 11 and 12 we compare to HFB21 [21] another
global mass model based on self-consistent treatment and
optimization of a Skyrme interaction, with additional
phenomenological “macroscopic-type” terms. In contrast
to this work J is not determined from mass model vari-
ations but fixed at J = 30 MeV based on other consid-
erations. While the HFB21 agrees well with the mass
data in AME2003 to which it was adjusted (o = 0.5587
MeV), the model extrapolates somewhat less well to the

new region of 154 nuclei with o = 0.6504 MeV there.

It is only recently that we have been able to investi-
gate how sensitive our results are to the choice of single-
particle spin-orbit and diffuseness parameters, line 13, see
Ref. [17] for details. We have carried out a full-fledged
nuclear mass calculation based on the single-particle pa-
rameters that were selected in 1970 when the folded-
Yukawa single-particle model was introduced [22] and ob-
tain o = 0.6909 MeV. A variation of L, line 14, lowers o
to 0.6876 MeV, a decrease by only 0.47%. Whereas the
random errors in this mass model are too large to allow
the determination of L, the accuracy of FRDM-2011a is
sufficient to allow this determination. An earlier study,
similar to the one here, but based on a Thomas-Fermi
model, the earlier, less refined microscopic corrections
[4], and the earlier experimental data base [16] obtained
K = 234 MeV, J = 32.65 MeV, and L = 49.9 MeV
[23, 24].

In investigations of other types of experimental data,
for example multifragmentation in heavy-ion collisions,
Pigmy dipole resonances, neutron skin thicknesses, and
global optical potentials have been used to derive values
for the J and L constants [25]. The constraints obtained
from these data are J = 31+4 MeV and L = 60+23 MeV,
which are compatible with the values obtained from the
present mass analysis. In another study [26] a somewhat
lower value of L was obtained, but not much below our
admittedly rough estimate of the one-o limit.

The symmetry-energy constants J and L have often
been extracted from Skyrme Hartree-Fock (SHF) and
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FIG. 3. Calculated symmetry parameters J and L in a selec-
tion of different SHF (white circles) and RMF (black circles)
models. The dashed lines indicate the one-o limits in our
determination.

relativistic-mean-field (RMF) models [2, 3]. Fig. 3 shows
J and L values determined from a number of different
Skyrme and RMF energy densities [27]. From the inves-
tigation in Ref. [27] we display results for a parameter

region extending about two ¢ from our preferred values
and for which the compressibility is in the realistic range
K = 240 + 30 MeV [28, 29]. Only 8 sets of constants
are within or close to the one-o boundaries in Fig. 3. We
suggest that the limits of J and L from our mass study
be considered in evaluating existing and future effective
SHF and RMF energy-density functionals.

In summary we have obtained a new mass table
FRDM-2011a, with ¢ = 0.5700 MeV, J = 32.5 £ 0.5
MeV and L = 70+ 15 MeV. When associated quantities
(for example ground-state spins, S-decay half-lives) have
been calculated, estimated in 2012, the results will be
posted on our web site [30] and simultaneously submit-
ted to an appropriate journal.

Discussions with A. J. Sierk, J. Stone, S. Reddy, G.
Carlsson, A. W. Steiner and B. A. Brown are appreciated.
We thank the authors of Ref. [27] for sharing their results
with us prior to publication. This work was supported
by travel grants for P. M. to JUSTIPEN under grant
number DE-FG02-06ER41407 (U. Tennessee) and also
partially supported by the Japan MEXT by Grant-in-Aid
for Scientific Research under the program number (C2)
20540277. This work was carried out under the auspices
of the NNSA of the U. S. DOE at Los Alamos National
Laboratory under Contract No. DE-AC52-06NA25396.

[1] P. Danielewicz, R. Lacey and B. Lynch, Science 298,

1592(2002).

[2] S. Yoshida and H. Sagawa, Phys. Rev. C73, 044320
(2006).

[3] J. Stone and P. G. Reinhard, Prog. Part. Nucl. Phys. 58,
587 (2007).

[4] P. Moller, J. R. Nix, W. D. Myers, and W. J. Swiatecki,
Atomic Data Nucl. Data Tables 59 (1995) 185.

[5] P. Moéller, J. R. Nix, and K.-L. Kratz, Atomic Data Nucl.
Data Tables 66 (1997) 131.

[6] P. Moller, AIP Conference Proceedings, 455 (1998) 698.

[7] P. Moller, R. Bengtsson, K.-L. Kratz, and H. Sagawa,
Proc. International Conference on Nuclear Data and
Technology, April 22-27, 2007, Nice, France, (EDP Sci-
ences, (2008) p. 69, ISBN 978-2-7598-0090-2).

[8] G. Audi, A. H. Wapstra, and C. Thibault, Nucl. Phys.
AT729 (2003) 337.

[9] P. Moller, A. J. Sierk, R. Bengtsson, T. Ichikawa, A.
Iwamoto, AIP Conference Proceedings, 1016 (2008) 150.

[10] P. Méller and A. Iwamoto, Acta Physica Hungarica, New
Series, 10 (1999) 241.

[11] P. Méller, D. G. Madland, A. J. Sierk, and A. Iwamoto,
Nature 409 (2001) 785.

[12] P. Moller, R. Bengtsson, B. G. Carlsson, P. Olivius, and
T. Ichikawa, Phys. Rev. Lett. 97 (2006) 162502.

[13] P. Moller, R. Bengtsson, B. G. Carlsson, P. Olivius, T.
Ichikawa, H. Sagawa, and A. Iwamoto ATOMIC DATA AND
NUCLEAR DATA TABLES 94 (2008) 758.

[14] G. Audi and W. Meng, Priv. Comm., April 2011.

[15] W. D. Myers and W. J. Swiatecki, Ann. Phys. (N. Y.)
55 (1969) 395.

[16] G. Audi, Midstream atomic mass evaluation, private
communication (1989), with four revisions.

[17] P. Moller Int. J. Mod. Phys. E-Nucl. Phys. 19 (2010) 575.

[18] O. Bohigas and P. Lebceuf, Phys. Rev. Lett. 88 (2002)
2502.

[19] H. Olofsson, S. Aberg, O. Bohigas, and P. Leboeuf, Phys.
Rev. Lett. 96 (2006) 042502.

[20] C. L. Bai, H. Q. Zhang, X. Z. Zhang, F. R. Xu, H.
Sagawa, and G. Col4, Phys. Rev. C 79 (2009) 041301.

[21] URL: http://www.astro.ulb.ac.be/pmwiki/Brusslib/Hfb17.

[22] M. Bolsterli, E. O. Fiset, J. R. Nix, and J. L. Norton,
Phys. Rev. C 5 (1972) 1050.

[23] W. D. Myers and W. J. Swiatecki, Nucl. Phys. A601
(1996) 141.

[24] W.D. Myers and W. J. Swiatecki, Phys. Rev. C 57 (1998)
3020.

[25] Chang Xu, Bao-AN Li and Lie-Wen Chen, Phys. Rev.
082, 054607 (2010).

[26] S.  Gandolfi, J. Carlson, and S.
ArXiv:1101.1921v1[nucl-th].

[27] M. Dutra, O. Lourenco, J.S. S& Martins, A. Delfino, J.
R. Stone, and P. D. Stevenson, submitted to Phys. Rev.
C.

[28] G. Col6, N. Van Giai, J. Meyer, K. Bennaceur and P.
Bonch, Phys. Rev. C70, 024307 (2004).

[29] J. Piekarewicz, Phys. Rev. C69, 041301 (2004).

[30] http://t16web.lanl.gov/Moller/abstracts.html.

Reddy,



