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    Heat generation and its impact on DNA transport in the vicinity of an optofluidic silicon 
photonic crystal resonator are studied theoretically and experimentally. The temperature rise is 
measured to be as high as 57K for 10mW of input power. The resulting optical trapping and 
biomolecular sensing properties of these devices are shown to be strongly affected by the 
combination of buoyancy driven flow and thermophoresis.  Specifically, the region around the 
electromagnetic hotspot is depleted in biomolecules because of a high free energy barrier.  
 
 

PACS numbers: 42.60.Da, 42.62.Be, 47.61.-k, 82.60.Qr 
 

 
Nanoscale optofluidic resonators have recently proven 
themselves useful in fields ranging from chemical and 
biological sensing [1] to nano-manipulation [2, 3]. In most 
of these optofluidic devices, the transport of solutes to the 
electromagnetic hotspot is critical to the device’s 
performance. The effects of hydrodynamic forces on 
trapping experiments have been characterized [4, 5], as well 
as the effect of plasmonic heat sources on the fluid flow [6]. 
In the past few years, the transport of molecules due to 
temperature gradients, often called thermophoresis [6, 7], 
has been shown to be an important phenomenon in 
molecular transport [8]. Recently, researchers have studied 
the effects of thermophoresis on plasmonic based sensing 
[9]. While the absorption of infrared (IR) light by water in 
the evanescent field of silicon photonic devices is expected 
to produce local heating, there is currently only a weak 
understanding of the magnitude of the effect and how it 
would affect the transport of molecules in the context of 
optical nano tweezing and silicon photonic biosensing. 
 
Here, we aim at demonstrating the effects of the optical 
absorption of water in the IR on temperature, flow 
dynamics, and λ-DNA transport in the vicinity of a silicon 
photonic crystal (PC) resonator.  The temperature rise at the 
PC resonator leads to buoyancy forces that pinch the flow 
around the resonator while thermophoretic drift can either 
expel or attract particles from the resonator according to the 
signs of their thermophoretic coefficient.  As in any 
thermophoretic event, the transport properties are strongly 
dependent on the species, medium, and temperatures 
considered [6].  In this paper, we first examine the heat 
generation and temperature field around the photonic cavity 
pointing out which parameters most significantly affect heat 
generation. We then study the flow around the cavity and 

the particle transport properties of λ-DNA. The 48 kbp λ-
DNA is a molecule of particular interest due to its 
biophysical applications and whose thermophoretic 
properties have been characterized [6], additionally it has 
already been trapped by photonic devices [3]. Finally, we 
use thermodynamics and reaction rate theory to provide 
new understanding on how significantly common 
experiments, such as trapping, are likely to be affected by 
the heat production.  
 
The photonic crystal (PC) resonators used in this study are 
standing wave resonators formed by the insertion of a 
periodic array of holes into a silicon waveguide. These 
holes surround a central cavity consisting of the bare silicon 
waveguide and, in some cases, an extremely small central 
hole as in Fig. 1(a). Discrete modes can exist in the cavity 
constituting a simple and effective optical trap [10] and 
sensor [11]. Because the electromagnetic field is enhanced, 
the improved interaction with the solution results in a 
temperature increase which can be measured in situ. The 
devices were fabricated with standard e-beam fabrication 
procedures on a 250 nm silicon-on-insulator wafer. The 
experimental setup in this work consists of the silicon chip 
containing the photonic elements on top of which is 
assembled a transparent microfluidic channel. The 
ensemble is mounted on a microscope stage. 
 
First numerical and experimental studies of the temperature 
increase near the photonic crystal resonator were 
performed. At the working wavelength of 1550 nm, water 
absorbs more than the optical materials present [12], so in 
our simulations all of the imaginary permittivities were 
ignored except for water (ε’’=3.51x10-4 [13]). The 
electromagnetic to heat energy conversion was first 



computed numerically solving Maxwell’s equations and 
used as a source term in the diffusive heat equation for a 
channel geometry of 500 micrometers wide, 125 
micrometers high. Convective effects were numerically 
verified to be negligible as expected from the low Péclet 
number Pe<10-3. As seen in equation (1), the power lost to 
heat is proportional to the electromagnetic energy density 
and to the power input. The simulations are performed for 
10 mW of power input, a commonly used power in 
experiments. 
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Here, T is the temperature, κ is the thermal conductivity of 
the material, ω is the resonant frequency, ε is the 
permittivity, and E is the electric field. In thin silicon 
beams, phonons-surface interactions cause the conductivity 
to change as compared to bulk silicon, this was taken into 
account by setting κ=100 W m-1 K-1 [14]. It was found that 
the maximum temperature increases is 57 K for cavities 
with a central hole as plotted in Fig. 1(b). 
 

 
 

FIG. 1 (color online). Scale bars: 500 nm (a,b), 15 µm (c,d). (a) 
Modulus of Ey in a PC resonator with a central hole. The light is 
coupled from the bottom waveguide. (b) Numerical estimation of 
the temperature increase of a PC resonator with a central hole. The 
maximum temperature is 350 K. (c) Numerical estimation of the 
temperature 2 μm above the resonator. For 1.7 mW of power 
input. The maximum temperature reached is 4 K. (d) Fluorescently 
measured temperature increase for 1.7 mW of estimated power 
input, 2 μm above the surface of the resonator. The maximum 
temperature increase is 4.8 K after correction for bleaching and 
thermophoresis of the rhodamine B.  

 
In the central hole, the superposition of evanescent fields 
allows for a high field enhancement [3]. The field 
intensity’s full strength interacts with the water leading to a 
particularly high temperature increase there. 
Experimentally, temperature sensitive fluorescent dye 
Rhodamine B was used to measure the temperature 2 
micrometers above the resonator. Correcting for the 
imaging defects, Fig. 1(d) was obtained. The maximum 
temperature increase measured of 4.8 ∓ 1 K. The 
measurement was carried out at an estimated power input 
into the resonator of 1.7 ∓ 0.3 mW. The numerical code 
took bleaching into account whereas the correction for 
thermophoresis was inferred from the experimental results 
published by Cordero et al.[15]. The measured temperature 
increase is 20% higher than the predicted 4 K increase for 
1.7 mW of power input (Fig. 1(c)). The agreement offered 
validation of the theoretical calculation. Details of these 
experiments are provided in supplementary information SI. 
 
Following the thermal characterization, the transport 
properties of species near the PC resonator were examined.  
Numerical simulations were carried out to solve the steady 
state incompressible Navier-Stokes equation in the 
microfluidic environment (Equation 2). The effect of the 
thermal non-equilibrium was accounted for using the 
Boussinesq approximation (Equation 3). The validity of the 
Boussinesq approximation here is justified by the extremely 
low Grashoff  and Rayleigh numbers in 10 micrometers 
high microfluidic channels [16]. The Grashoff number is 
defined as  ( ) 3 2 3

0 10m hGr g T T Dβ ν −= − < and the 

Rayleigh number is ( ) 3 3
0 10m hRa g T T Dβ να −= − <

(SI). Here, g is the standard gravity, β, ν, and α, are the 
thermal expansion coefficient, kinematic viscosity, and 
thermal diffusivity of water respectively. Tm and T0 are the 
maximum and ambient temperature, and Dh is the hydraulic 
radius. 
 2ρ ⋅∇ = −∇ + ∇ +u u u fp μ  (2) 

           ( ) ( )( )0T Tρ ρ= − −f g                (3) 

In these equations, u is the flow speed, p the pressure, ρ and 
µ are the density and viscosity of water, g is the standard 
gravity, and f is the Boussinesq buoyancy term. The result 
of these simulations is detailed in the SI. λ-DNA is often 
used as flow tracer because it follows the streamlines at 
steady state. However, in the presence of temperature 
gradients, their velocity needs to be corrected for thermal 
drift [6]. Thermophoresis is the movement of particles 
induced by temperature gradients, as expressed in equation 
(4). After correcting the flow streamlines for 
thermophoresis, we obtain actual pathlines followed by 
DNA molecules. As can be seen, the pathlines avoid the 
resonator and the region behind it is depleted (Fig. 2 and 



SI). Also importantly, the pathlines feature stop-points 
behind the resonator where the λ-DNA is trapped due to the 
opposition of the thermal drift and the fluid flow. This 
effect was demonstrated as a molecule trap by Duhr et al. 
[17]. The peculiar accumulation and depletion are best 
expressed in terms of concentration profile. The steady state 
concentration profile was computed as the solution of the 
convection-diffusion equations (5) corrected for 
thermophoretic flow: 

 ,TD T= − ∇Tu  (4)

 ( )( ) 0.c D c∇ ⋅ + − ∇ =Tu u  (5) 

Here, c is the concentration, u the velocity profile imported 
from the Navier-Stokes solution, uT is the thermophoretic 
flow, and D and DT are the diffusion coefficients and the 
thermophoretic coefficient (0.8 μm2 s-1  and 0.9 μm2 s-1 K-1 
respectively measured for 48 kbp λ-DNA in 1 mM Tris at 
20°C by Duhr et al. [6]). 
 

 

 FIG. 2. (color online). Times steps showing λ-DNA transport near 
the optical resonator (bright central light). White arrow represents 
the direction of the flow. Flow rate is 12500 μm3/s. One molecule 
contours the photonic crystal (yellow online), while one is 
thermally trapped (red online). Images taken from video in 
supplementary material (rotated 90 degrees). Scale: 50 µm. 

Experimentally, the concentration profile was measured 
from flowing λ-DNA (Fig. 2) in 1 mM Tris, 1 mM NaCl, 
buffer at 12500 μm3/s around a 1D photonic crystal 
resonator that was excited at the resonant frequency. The 
time-integrated intensity at each pixel was related to the 
concentration profiles under an ergodic assumption. A 
comparison of the experimental concentration profile with 
the numerical result is presented in Fig. 3. The 
concentration profile is shown to be consistent with 

simulations.  In particular, as predicted from the simulation, 
the concentration profile exhibits an accumulation region in 
front of the resonator. Both numerically and 
experimentally, we observe a 3-fold increase (cexp/c0 = 3.2 ∓ 0.28, cnum/c0 = 2.9) of the concentration at the thermal 
trap. A depletion region behind the resonator is also visible 
experimentally and numerically (cexp/c0 = 0.87 ∓ 0.05, 
cnum/c0 = 0.7, 25 micrometers behind the resonator). 
Differences between the calculated profile and the 
experimental profile are accounted for by the experimental 
method (background fluorescence from molecules out of 
focus, averaging in the Z direction over the depth of field, 
and variations in flow speed and coupled power) and by the 
numerical assumption that the thermophoretic coefficient is 
temperature independent [18]. As the thermophoretic 
coefficients tend to increase with temperature, a higher than 
calculated accumulation was to be expected. It is important 
to note that although there is an accumulation in advance of 
the resonator, this effect significantly reduces species 
transport to the electromagnetic hotspot.  It would therefore 
negatively impact biomolecular sensing and optical 
trapping. 
 

 

FIG. 3. (color online) (a) Numerical (b) and experimental 
concentration profile in the vicinity of a PC resonator with a 
central hole. Power input is 10 ± 1 mW, and the flow is oriented 
top down at 12500 μm3/s. The red spot corresponds to the 
thermophoretic trap due to opposed thermal and convective flows. 
Black lines: feeding waveguides. Black arrow represents the 
direction of the flow. Scale bars: 25 μm. 

In the presence of thermal effects and drag forces, the free 
energy is evaluated by the means of equation (6) wherever 

the local equilibrium condition ( ) 1
TT a D D −∇ ≤ ×  is 

met [6], with a the hydrodynamic radius (SI).  
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In this equation c is the steady state concentration, c0 is the 
bulk concentration, F(r) and kBT are the total free energy 
and the thermal energy fluctuation at the position r 
respectively. As seen in the concentration profile, this 
thermo-chemical free energy leads to a minimum where 
molecules accumulate (Fig 4b). At the resonator, the free 



energy is the highest for molecules with positive 
thermophoretic coefficient, such as λ-DNA, which are 
therefore repelled. To this free energy, we must add the 
electromagnetic potential created by the photonic trap. The 
electromagnetic hotspot is the global minimum of the 
potential energy and therefore a stable position for 
molecules. The thermo-chemical free energy barrier is as 
high as 12 kBT for 10mW of power input and spans a few 
micrometers range whereas the electromagnetic potential 
well is very deep in comparison (thousands of kBT) but 
spanning a range of few hundred nanometers. The resulting 
superposition is sketched in Fig. 4(a,b). The absolute 
minimum of the potential energy, the electromagnetic well, 
is surrounded by a free energy barrier. The metastable 
minimum, which is the thermal accumulation point, is 
accessible to the molecules of the solution as it is not 
surrounded by a potential barrier. Last, entropic free 
energies should be added when confining macromolecules 
in small spaces [19], but have been ignored here when 
compared to the electromagnetic potential. Flow drag tends 
to pull particles out of the trap but is also negligible for 
traps of hundreds of kBT [5]. 
 

 
 
FIG. 4. (a) Sketch of the superposition of the free energy resulting 
from the thermodiffusion and the electromagnetic well. (b-d) 
Numerical estimations along the flow direction (Y direction, 
horizontal scale: -50 μm to 50 μm, volumetric flow rate 12500 
μm3/s) for 10mW of power input. The legend in (b) applies to (c-
d) as well. (b) Free energy diagram in kBT units. At the resonator, 
the electromagnetic potential well is added to the free energy. The 
EM potential well is much deeper than the free energy barrier but 
spans a smaller region. The potential barrier is about 12 kBT. The 
arrow represents the flow direction. Grey area represents the 
region where the local equilibrium criteria is not met, hence the 
free energy expansion (equation 6) is less accurate (SI). (c) 
Concentration profile. Even with no superimposed flow, we notice 
a small accumulation in the vicinity of the resonator. This is the 
result of the buoyancy induced convective flow (SI and [20]). (d) 
Diffusion rate estimated from the energy barrier through (7). At 

the resonator, the rate is 1/300000 times the average diffusion 
time. 
 
In the steady state, the concentration profile is related to the 
energy profile by the Boltzmann distribution (6), where the 
two metastable states are populated (Fig. 4c). The depth of 
the electromagnetic well is weakly affected by the free 
energy, therefore the trapping remains very stable and 
steady state population of the optical trap should remain 
high. In the presence of the thermal field, the optical trap is 
now surrounded by an energy barrier. The reaction rate 
theory provides valuable information about the dynamical 
picture. Reaction rates theory relates the energy barrier in 
the context of reaction kinetics [21] to the reaction rate as 
first explained by Kramers and seen in equation (7). 
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Here, k is the trap/escape rate, k0 is the reference 
trap/escape rate, and ΔF is the energy barrier. The 2π factor 
comes from the integration over the upper half sphere. For a 
molecule to be trapped optically, it first needs to tunnel 
through the energy barrier, leading to a very low trap rate 
(Fig. 4d). In trapping experiments, for molecules with high 
thermophoretic coefficient, the average trapping time is 
evaluated as the inverse of the trapping rate. From 4(d), the 
average time for a molecule to diffuse into the optical trap 
is 300,000 times longer than to be thermally trapped. The 
energy barrier’s height was numerically found to be 
proportional to the factor STPin. The Soret coefficient ST is 
defined as the ratio of DT/D. The term Pin is the laser power 
input. By linearity of the wave and heat equations, the 
temperature increase is proportional to the power input as 
long as heat conduction dominates convection. Under this 
condition and as long as the Soret coefficient can be 
considered to be independent of temperature, the former 
result holds. This result is intuitive from an energy 
standpoint when the local equilibrium condition is met. 
 
In conclusion, we have studied the effect of heat generation 
on the transport of solutes to an optical resonator. 
Thermophoresis was found to play an important role in 
particle transport near the resonator significantly reducing 
the local concentration at the electromagnetic hot-spot, 
thereby negatively affecting the performance of these 
devices as biomolecular sensors. These effects were further 
explained in thermodynamic terms using the formalism of 
reaction kinetics. These results should pave the way for new 
designs of optofluidic nanotweezers and biosensors that 
will avoid thermal effects or take advantage of them. 
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