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The technique of invariant mass spectroscopy has been aseddsure, for the first time, the ground state
energy of neutron-unbourfdF, determined to be a resonance in A€+ n continuum at 20(50) keV. States in
28F were populated by the reactions of a 62 Me¥Ne beam impinging on a 288 mg/éreryllium target. The
measured®F ground state energy is in good agreement with USDA/USDH stmlel predictions, indicating
that pf shell intruder configurations play only a small role in thewgrd state structure 8PF and establishing
a low-Z boundary of the island of inversion fdt = 19 isotones.

PACS numbers: 21.10.Dr, 21.10.Pc



A hallmark of the nuclear shell model is its reproductionafle energy gaps at nucleon numbers 2, 8, 20, 28, 50, 82, énd 12
Although well established in stable nuclei, these magic Inerrs begin to disappear for nuclei far from stability. Foamyple,
it has been known for over 30 years that the large shell g&p-at20 diminishes for neutron-rich nuclel{44]. The change
in shell structure aroundl = 20 is now known to be a result of the tensor force, which isrgjtp attractive for the spin flip
pairs 1ds ,-vds/, and strongly repulsive for the pairgls ,-v 7, [5-7]. For nuclei in the region oN ~ 20 andZ < 13, the
reducedN = 20 gap allowspf shell intruder configurations, in the form of multi-paréchmulti-hole 6p-nh or naiw) cross shell
excitations, to compete with standadionly configurations if the gain in correlation energy is oa #ame order as the size of
the shell gap§-10]. This has led to the establishment of the “island of inv@m%i—a region of nuclei neak = 20 for which
the intruder configuration is dominant in the ground state.

The island of inversion was originally thought to only indithose nuclei with 180 Z < 12 and 20< N < 22 [11]. In more
recent years, it has become clear that the island extenttiefuyand much experimental effort has been put forth tordete its
boundaries12]. On the lowN (western) and higtz (northern) sides of the island—both in the direction of éasing stability—
it is generally agreed that ground state intruder compa@acte away foZ > 13 andN < 18. Ground state observables for
nuclei lying outside these limits are well describeddolyshell model calculations, such as those utilizing the USIDZDB
effective interactions]3]. Heading away from stability, the role of intruder configtions in nuclear ground states becomes less
clear. On the highN (eastern) side, there are strong indications that growtd sttruder dominance persists in heavier isotopes
of Mg, Na, and Ne. For example, recent measurementpdidckout cross sections froffiSi to 3®Mg have indicated a/w
ground state occupation of only @% in 36Mg [14], extending the region of inversion to at least= 24 for the Mg isotopic
chain.

Until now, the lowZ (southern) side of the island has been almost completelyploeed. A measurement of bound excited
states ir?’F, which lies on the island’s western bordeNat 18, has hinted gbf shell contributions to itexcited state structure
[15], but mass measurementsd] indicate that the’’F ground state is primarilgd shell. For the heaviefN > 19) fluorine
isotopes, lying within the island’s western boundary, nedi experimental information is available. All that is kvroare
dripline systematics, e.g. as outlined t7/]. The fluorine isotopic chain is also the only area in whicé thtruder structure
of Z < 10, N > 19 nuclei can be examined in any detail since the neutroflimieifor all lighter elements is located Bit< 16
[18-22]. This means that thH = 19 isotones of oxygen and below are unbound with respectée tbr more neutrons, making
their study extremely difficult, if not impossible.

In this letter, we report on the first experimental invedimaof the lowZ border of the island of inversion f&f > 19 nuclei.
This is done via a measurement of the ground state of neutmbound?®F, performed with the technique of invariant mass
spectroscopy. Our results are then compared to bindingygiferass defect) predictions of the USDA/USDB shell model. |
particular, investigation of thdl = 19 binding energy systematics provides strong evidendeothlg the isotones af = 10,

11, and 12 are located within the island. In addition to magghe island of inversion, the evolution of intruder stuetin
neutron-rich fluorine isotopes is relevant to the abrugt ghthe neutron dripline observed between oxygen (endirg-a 16)
and fluorine (ending atl > 22) [23].

The experiment was performed at the National Superconuy€yclotron Laboratory (NSCL) at Michigan State Univeysit
using a primary beam dfC&%" accelerated to 140 MeV/u in the coupled K500-K1200 cycluér24]. The*8Ca beam was
fragmented in a 1316 mg/cnberyllium production target, and fragmentation producesavselected in the A1900 fragment
separator?9], with the third and fourth segments set to a rigidity 043 Tm and a momentum acceptance &8 to optimize
the transmission of°Ne fragments. The secondary beam was passed through a gaastt timing scintillators, the first
located at the A1900 focal plane and the secon@® 44 upstream of a secondary reaction target. Additiontddl/beam was
sent through a pair of position sensitive Cathode Readoift Ohambers (CRDCs) and a focusing quadrupole triplet. The
desirec?®Ne composed approximately 2% of the beam and could be fyligrs¢ed from other components using time of flight
(ToF) and energy loss measurements. The incoming ratéN#f beam particles was approximately 7¢ sand the median
energy of thé°Ne was 62 MeV/u.

The secondary reaction target was beryllium with a thickré£88 mg/crf. States in neutron-unbouRgF were populated
by one-proton knockout and decayed by neutron emissiGiRe- n with a timescale on the order of 18 s. The decays of
the unbound states potentially feed bound excited stat¥imecessitating the measurement of neutrons, chargeuérag,
and y-rays. The gammas were detected using the CAESAR Csl(Nay {#], which surrounded the target and provided an
in-beam detection efficiency ef 30% for 1 MeV gammas. Charged fragments were deflectedhydhe Sweeper magnetT]
and passed through a pair of CRDCs, an ionization chambethém(0.5 cm) and thick(15 cm) plastic scintillators. Neutrons
were detected in the Modular Neutron Array (MoNAH], whose front face was located 658 cm downstream of the tatde.
MoNA was partially shadowed by the entrance flange of the pereeacuum box, resulting in a neutron angular acceptance of
roughly+6.0° in the dispersivéx) plane andt2.5° in the non-dispersivéy) plane.

The charged particle measurements allowed for event-bytésotope selection. Elements were selected using cutstbn
AE-ToF andAE-E, with AE taken from the ion chamber signal akdaken from the total charge collected in the thick scin-
tillator. For a given element, isotopes were separated becting their ToF for the various paths taken through the&yer.
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This amounts to removing correlations between ToF and &tyaoff other measured parameters, the most important bleéng t
dispersive position and angle exiting the Sweeper (up tatarder), non-dispersive position exiting the magned, dispersive
position of the incoming beam. A plot of the corrected ToFffoorine elements is shown in Fid@, with 2’F indicated.

The decay energ¥y, of the breakup of unbound states was calculated using avamass analysis:

Ed:\/m%+mﬁ+2(EfEn—Dfpncose)_mf_m“’ @)

wherem¢ (my), Ef (En), andps (pn) refer to the mass, energy, and momentum of the charged fragneutron), respectively,
and@ is the opening angle between the two decay products. Theameinput to Eq. {) was calculated from ToF and position
measurements in MoNA using linear kinematics, while thegéa fragment input was reconstructed from measuremett® of
post-Sweeper emittance and thposition of the beam on targex9).

Resonant states were modeled by a Breit-Wigner lineshapeanergy dependent width, derived fré®yMatrix theory [30.
Free parameters are the central resonance emgrdiie resonance widthy, and the relative contribution to the overall decay
spectrum. The orbital angular momentum was fixe@i-at2 assuming the emission of @), neutron. This assumption may be
incorrect if intruder components are significanf®F; however, separate analyses of the data usiad and¢ = 3 resonances
give results that do not differ significantly from tiie= 2 case. We also investigated the possibility ef 0 decay by modelling
the data as agwave B1] with the scattering lengtlgs, freely varying.

Smearing from experimental resolution and acceptance w@suated for in a Monte Carlo simulation of the experimental
setup, including all relevant detector resolutions aneéptance cuts. The simulation included a realistic incorbiegm profile
and used the Goldhaber mod8L] to describe the one-proton knockout reaction populafftiy A demonstration of the
simulated overall resolution and acceptance functionsag/a in Fig.2. To determine optimal fit parameters, large Monte Carlo
data sets~{ 3 million events) were generated and compared to the expatahdata using an unbinned maximum likelihood
technique 83].

The measured decay energy?&F into?’F+ n (with no unfolding of resolution or acceptance) is shownig B. Comparison
with Fig. 2 reveals that the measured data are strongly distorted bjutes and acceptance. In particular, the width of the
measured data is almost entirely due to experimental régnjuand the shape of the data abev®.8 MeV is dominated by
the limited acceptance at higher relative energies. Nooddé&mt gamma events were recorded in CAESAR, so the observed
transitions are assumed to feed the ground statéfofaround 30 CAESAR counts would be expected in the case d¥100
branching to an exited state). State$9R were populated in a direct one-proton knockout reactiomft®Ne, so non-resonant
contributions to the data are not expected. An attempt tdvditdata with a single Breit Wigner resonance is shown as the
shaded orange curve in the figure. In this fit, the width wagtdichto 'y < 1 MeV, beyond which the function saturates and
lineshapes become indistinguishable. The optimal onergasce fit parameters dig = 590 keV and o = 1 MeV. Thel g value
is two orders of magnitude larger than the single particéglfmtion, already suggesting that a single resonance ¢tanoperly
describe the data. Furthermore, a visual comparison oflation and data indicates a poor fit, with the simulated cimsiag
significantly narrower than the data despite its unphytsidatge I'g value. The best-fit of a singlewave @s = —0.05 fm) is
shown as the grey dot-dashed curve and is clearly not censisith the data.

The poor fit of a single resonance suggests that multipleneestes are present in the data, and a good agreement between
simulation and data is achieved by modelling with two indefent Breit Wigner resonances, with the width of each resoma
fixed at its approximate single-particle value. Given thigdel, the best fit is obtained with the lower resonance &t keV
(Mo = 10 keV) and the upper resonance at 810 kEy=£ 100 keV), as shown in Fig. The relative contributions of the lower
and upper resonances to the total area are 28% and 72%, treslyed he stronger population of an excited state is sohsw
surprising; however, as discussed below, contributioo fmultiple unresolved excited state resonances may bergristhe
data. Thus it is not possible to draw any definite conclusfom® the relative areas of the two resonances. To examine the
statistical significance of the two-resonance versus eserrance hypotheses, we calculate the likelihood rat®ir{L; /L;],
wherelL; andL, are the respective likelihoods of the one-resonance anee¢smnance hypotheses) to be®2roviding a
moderate level of support for the two-resonance model.

As mentioned, it is possible that more than two resonanaepr@sent in the data, but the low statistics and limited expe
mental resolution prevent the inclusion of additional restces into the fit with any sort of certainty regarding thedation.
However, attempts to fit the data with three or more resorsmadeenonstrate that the location of the ground state peak is in
sensitive to the presence of multiple resonances. It shHzeildoted that the placement of the ground state peak at 22@keV
primarily dictated by the shape of the spectrum bete®00 keV and not by the dip at around 400 keV. In particular, efiaty
with a strong resonance at lower decay energie$%0 keV) results in a sharp peak that is not consistent welgtiadual rise
from zero seen in the data. Likewise, placing the lowestrrasoe too high results in a model that significantly undedmts
the number of events below 300 keV.

Combining the present measurement of4ffe neutron separation energy with the mass measuremertt§lpfvhich place
the 2’F atomic mass excess at 246390) keV, we determine thé®F binding energy to be 18604200) keV. As presented in
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[13], it is possible to deduce the presence of ground statedatraomponents itN < 20 nuclei by comparing experimental

binding energies tad shell model predictions, such as those of the USDA and USEdg&fe interactions. For a given nucleus,
good agreement between experiment and USDA/USDB theoigdtes a ground state configuration that is primasdyshell.

In contrast, a nucleus with significant ground state intrumemponents will be poorly described by the USDA/USDB shell
model.

Fig. 4 presents a plot 0BEeqp — BE, for N = 19 isotones, K Z < 17, with the fluorine data point taken from the present
work. The agreement between experiment and USDA/USDB gtieds is good for the isotones closer to stabiliy/> 13).
ForZ = 10-12 the USDA/USDB calculations predict significantly lower 8ing than experiment, as expected for these island
of inversion nuclei. Fof®F, the good agreement between experiment and USDA/USDR:@weeed, providing evidence that
intruder configurations are not significant in the grountesté>®F.

In conclusion, we have determined, for the first time, theugtbstate ofF to be a resonance @&0) keV above the
ground state of’F using the technique of invariant mass spectroscopy. Quenbivith the mass measurements ][ this
translates to &F binding energy of 186@4200) keV. Investigation oN = 19 binding energy systematics, including the present
measurement, shows good agreement between experimenSD®/USDB predictions fof®F, in sharp contrast to the island
of inversion nuclef°Ne, 3**Na, and®Mg. This indicates thapf shell intruder components play only a small role in the gbun
state structure ofF, establishing a “southern shore” of the island of inversio
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FIG. 1. (Color online) Corrected ToF for fluorine isotopesguced fron?°Ne.
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FIG. 2. (Color online) Simulated resolution and acceptaofche experimental setup. Each colored histogram was geteby simulating
a 28F breakup at the indicated relative energy, then foldingdtedtor resolution and acceptance cuts. The shaded cus/gawerated by
simulating &8F breakup with the relative energy uniformly distributedrfr0-3 MeV and folding in acceptance and resolution. Theredio
histograms are all normalized to a total area of unity, aedstiaded curve was arbitrarily scaled to fit within the sanmepa
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FIG. 3. (Color online) Measured decay energy spectrum ifin smearing from experimental resolution and acceplafar 2’F+ n
coincidences. The filled squares with error bars are the unedslata, and the dashed red and dotted blue curves rejpies@20 keV and
810 keV simulation results, respectively. The solid blagkve is the sum of the two resonances, with the ratio of 220 ke=dnance to the
total area being 28% he filled orange curve is a simulation of a single resonah&8@keV, and the grey dot-dashed curve is the best fit of a
singles-wave @s = —0.05 fm).
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FIG. 4. (Color online) Difference between experimental #mebretical (USDA, USDB) binding energies fidr= 19 isotones, X Z < 17.
The error bars on the data points represent experimentakesnly. The blue dotted, red dashed, and black dash-dotteds represent the
respective 170 and 130 keV RMS deviations of USDA and USD&a&ttions. Experimental values, saveZot 9 which is from the present
work, are taken from16] if reported there; otherwise they are from the 2003 Atomislsl Evaluation34].
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