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Imaging spatial correlations of Rydberg excitations in cold atom clouds
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We use direct spatial imaging of cold 85Rb Rydberg atom clouds to measure the Rydberg-Rydberg
correlation function. The results are in qualitative agreement with theoretical predictions [F. Ro-
bicheaux and J. V. Hernández, Phys. Rev. A 72, 063403 (2005)]. We determine the blockade radius
for states 44D5/2, 60D5/2, and 70D5/2, and investigate the dependence of the correlation behavior
on excitation conditions and detection delay. Experimental data hint at the existence of long range
order.

PACS numbers: 32.80.Ee,32.80.Rm,34.20.Cf

When cold atoms are laser-excited to Rydberg states,
the strong interactions between Rydberg excitations can
lead to complex many-body entanglement in the system.
The excitation process results in spatial correlations be-
tween excitations in the system. In most cases, Ryd-
berg excitation positions are anticorrelated such that no
two excitations are within a “blockade radius” rb of each
other. Such systems are well-suited for studying basic
many-body physics [1–3], as well as for future techno-
logical applications such as quantum computation [4, 5].
Theory for the laser excitation process that leads to the
Rydberg blockade is considered in Refs. [6, 7]. Previ-
ous experiments have shown the blockade effect to cause
a suppression of excitation in an atom sample [8] and
sub-Poissonian excitation-number statistics [9]. The un-
derlying energy level shifts were measured spectroscopi-
cally [10].
We are presently interested in the spatial aspect of the

blockade. In spatially-resolved studies the distance-[11]
and angle-dependence [12] of Rydberg-Rydberg interac-
tions were examined. The blockade effect was shown to
be effective between spatially separated atom pairs in ad-
jacent dipole traps [13, 14]. In this paper we directly im-
age a system containing multiple Rydberg excitations to
obtain the Rydberg-Rydberg correlation function. We
find evidence of the Rydberg excitation blockade and
measure the blockade radius for several principal quan-
tum numbers n.
The experimental setup is sketched in Fig. 1. The key

feature enabling spatial resolution of the Rydberg sam-
ple is the ionization electrode: a beryllium-copper needle
with a rounded tip of diameter 125 µm. This tip imaging
probe (TIP) is surrounded by a closed cage of electrodes
whose voltages can be controlled to a precision of several
millivolts. These electrodes allow independent control
of the electric field in three orthogonal directions. To
provide temporal and spatial electric-field stability, the
apertures in the electrodes are covered with wire mesh
which has 0.51 mm grid spacing and 88% transparency.
The experiment runs at a repetition rate of 30 Hz.

We collect 85Rb atoms for about 30 ms in a MOT lo-
cated ∼500 µm above the TIP. After turning off the
MOT light, we optically pump the ground state atoms
into the 5S1/2|F = 3,mF = 3〉 state, with the quanti-
zation axis along the beam direction. We then excite

FIG. 1. (color online) (a) Overview of excitation region and
ion detection. (b) Exploded view of electrodes that surround
the excitation region, used for electric field control. The pur-
ple, blue, and yellow electrodes allow electric-field control in
the z, y, and x directions, respectively. Green and red elec-
trodes are grounded.

Rydberg atoms in a two-step process, using counter-
propagating 480 nm and 780 nm beams. The exci-
tation region is ∼360 µm above the TIP. The beams
are σ+ polarized and resonantly drive the transitions
5S1/2|F = 3,mF = 3〉 → 5P3/2|F

′ = 4,m′

F = 4〉 →
nD5/2|F

′′ = 5,m′′

F = 5〉. The red beam has a Gaussian
beam parameter of w = 0.75 mm, while the blue beam is
focused to w0 .8 µm with a theoretical confocal param-
eter of 0.3 mm. Because of the much larger size of the
red beam, the intermediate-state population is uniform
across the width of the excitation region. We establish
with CCD imaging that the intensity distribution of the
blue focus is only weakly altered by diffraction from the
mesh. Laser linewidths are of order 1 MHz. Typical Ryd-
berg atom densities are ∼109 cm−3, dependent on atomic
state and laser power.

After excitation, the TIP is switched to high volt-
age to produce a strong, radially divergent electric field.
This field ionizes the Rydberg atoms, and the ions are
extracted along the divergent field lines. The ions are
detected approximately 15 cm away by a microchannel
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plate detector (MCP) which has a spatial resolution of
& 10 lines/mm. The method resembles field ion mi-
croscopy, and leads to magnified ion images of the initial
Rydberg atom locations. This image is captured by a
CCD video camera, synchronized with the experiment.
In most cases we use 100 ns excitation pulses with

a subsequent negligible delay before the field ionization
pulse. Under these conditions the atoms can be con-
sidered “frozen” in space during the experiment. These
parameters are later varied to study their effect on the
Rydberg-Rydberg correlation function.
To observe an excitation blockade, it is essential to

avoid electric fields during the excitation pulse. Elec-
tric fields would cause undesired modifications of the
Rydberg-Rydberg interaction potentials. Furthermore,
electric field inhomogeneity would induce inhomogeneous
line broadening and alter the many-body energy level
spectrum, potentially breaking the excitation blockade.
By measuring the Stark spectra of nD-manifolds as a
function of the potentials on the TIP and the elec-
trodes shown in Fig 1, we zero the electric field to below
∼100 mV/cm. This is low enough to avoid the aforemen-
tioned problems [15].
The system’s magnification factor is determined by the

combined ion-lensing effects of the TIP, pulsed to about
400 V, and the MCP front plate, held at −800 V. To
calibrate the magnification we scan the focused 480nm
beam laterally across the MCP field of view by using
a mirror with a piezo actuator on the horizontal axis.
Using the known physical displacement of the beam, we
determine the scale in the MCP picture. We find a linear
magnification factor of 45x between the excitation region
and the MCP front surface. 1 µm in the excitation region
corresponds to 2.2 pixels in the digital CCD images, with
an uncertainty of 10%.
The procedure of data acquisition and processing be-

gins with taking 10000 CCD images of the MCP phos-
phor screen, each image showing the ion impact positions
for a single experimental cycle (as in Fig. 2(a)). A CCD
image consists of these blips plus background noise from
the camera. To eliminate the background, we determine
the maximum background level and subtract it from the
image, setting all negatives to zero. This procedure yields
filtered images, denoted byX (Fig. 2(b)). The autocorre-
lation of each filtered image is calculated, and is denoted
A. The individual autocorrelations A are then added to
construct Ā (Fig. 2(d)). We can write this as follows, us-
ing subscripts for the pixel coordinates and superscript
α to enumerate the images:

Aα
i,j = f(i, j, N,M)

∑

n,m

Xα
n,mX

α
n−i,m−j (1)

Āi,j =
∑

α

Aα
i,j , (2)

where

f(i, j, N,M) =
NM

(N − |i|)(M − |j|)
, (3)
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FIG. 2. Stages in the image analysis process, using state
44D5/2. All have same scale. (a) Raw image (cropped), (b)
filtered image, X, (c) sum of filtered images, (d) sum of auto-
correlations, Ā, (e) autocorrelation of sum of images, B, (f)
normalized autocorrelation, Ā1.

N ×M is the image size, and (i, j) is the displacement.
The normalization factor f eliminates finite-array effects
in Eqs. 2 and 4, as it causes flat images to have flat
autocorrelation functions rather than pyramidal ones.
The signal Ā has three main structures: a central peak

due to the correlation of a blip with itself, an overall cigar
shape due to the geometry of the excitation region, and
structure due to correlations between ion positions. It is
this third structure that we wish to isolate in our anal-
ysis. The raw autocorrelation Ā is useful for qualitative
analysis, as it is the easiest to interpret by eye. However,
for quantitative analysis we must eliminate the shape of
the beam. To do so we first sum the images (Fig. 2(c))
and take the autocorrelation (Fig. 2(e)):

Bi,j = f(i, j,N,M)
∑

n,m

(

∑

α

Xα
n,m

)





∑

β

Xβ
n−i,m−j



 .

(4)
The autocorrelation B does not contain any information
about Rydberg-Rydberg correlations, but still shows the
overall shape of the excitation region. This allows us to
divide out the beam shape by defining a normalized Ā1,

Ā1
i,j = Āi,j/NpBi,j , (5)

where Np is the number of pictures in the dataset. The
normalization of Ā1 is such that a value > 1 (< 1) should
indicate a correlation (anticorrelation) of ion positions.
We take data at several combinations of red and blue

laser powers. For the intensity of the lower transition
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FIG. 3. Autocorrelations Ā for 44D5/2, 60D5/2, and 70D5/2.
In the datasets shown we use a laser intensity of 3.4 Isat for
the lower transition, and the lowest intensity setting (nearest
the saturation knee) for the upper transition.
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FIG. 4. (color online) Angular average of Ā1, I(r), for 44D5/2,
60D5/2, and 70D5/2. Curves correspond to images in Fig. 3.

beam we use intensities of 1.7 Isat and 3.4 Isat, where
the saturation intensity Isat = 1.6 mW/cm2. For each of
these intensities we measure the atom number as a func-
tion of the intensity of the upper transition beam and
observe saturation behavior as in Ref. [8]. To acquire
images for the autocorrelation analysis described above,
we select several intensities of the upper transition beam
around and beyond the knee of the measured saturation
curves. We find that the autocorrelations nearest the
knee tend to show the clearest correlation-induced struc-
tures.
Figure 3 shows Ā measured for states 44D5/2, 60D5/2,

and 70D5/2. For all three states, we observe a ring-
shaped dip around the central self-correlation peak in
the autocorrelation. Such dips are present in most of
our data, with the degree of visibility depending on ex-
citation parameters. The absence of dips in some data
indicates that they are not artifacts of the imaging or
image processing. We find that laser frequency fluctua-
tions can make the dips change in depth and diameter.
Furthermore, laser power affects the results, as described
below.
To quantitatively compare the autocorrelations Ā1 of

different states, in Fig. 4 we plot I(r), defined as the
angular average of Ā1. I(r) is analogous to the radial

autocorrelation function calculated in Ref. [6]. The self-
term fills the region r < 5 µm. We do not remove the
self term due to the risk of producing a false blockade
signal. Between 5 and 10 µm, each curve has a dip indi-
cating an anticorrelation in Rydberg atom positions, as
was qualitatively observed in Fig. 3. The minima of I(r)
do not approach zero in part because we are projecting
a 3-dimensional sample onto the detector plane, which
reduces the visibility for even a perfect blockade.
Figure 4 shows that the blockade radius increases with

principal quantum number n. However, there is no ob-
vious choice for a method to measure a blockade radius
from each curve, as the curve’s shape is determined by
both the blockade-induced dip and the self-term.
To determine a good measure for the blockade radius,

we simulate the excitation/blockade process for our ge-
ometry and z-projection conditions, using a stochastic,
non-quantum model. We find that the inflection point
after the minimum of each I(r) curve is close to the input
hard-sphere blockade radius. We thus use this inflection
point as our measure of the blockade radius. We note that
in the simulations the self-term diminishes the dip depth
and can shift the dip position. If the input blockade ra-
dius is close to the self-term width, the radius indicated
by the inflection point is 1–2 µm higher than the block-
ade radius. When the blockade radius is much larger than
the self-term width, the inflection point method under-
estimates the input blockade radius by .1 µm.
For the states 44D5/2, 60D5/2, and 70D5/2 we mea-

sured the radii on nine, six, and nine curves. One addi-
tional curve was discarded for 70D5/2; although its dip
minimum was consistent with other data, the position of
its inflection point was unclear. Five additional curves
for 44D5/2 were thrown out because there was no dip, as
discussed below. The measured blockade radii are shown
in Fig. 5. The error bars indicate the 10% uncertainty
from the magnification calibration; this systematic un-
certainty dominates the uncertainty due to measurement
statistics by a factor of at least two.
In Fig. 5 we compare the measurements to predictions

based on an excitation bandwidth δνL ranging from 5
to 12 MHz and interaction strengths as determined from
Ref. [15]. The blockade radius for the van der Waals
interaction has been calculated to be

rb ≈

[

∆W̃ (2)(n∗)11

h(δνL)

]1/6

, (6)

where n∗ = n − δl is the effective principal quantum
number, δl is the quantum defect, and ∆W̃ (2) is a scaled,
second-order, state-dependent van der Waals coefficient
defined in Ref [15]. ∆W̃ (2) is scaled such that it would be
independent of n∗ in the absence of resonant level shifts.
The assumed value for δνL has little effect due to the
sixth-root dependence.
Figure 5 shows that the measured blockade radii are

within a factor of two of the predictions. Further, the
amount by which the blockade radius increases between
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FIG. 5. (color online) Comparison of blockade radius mea-
surements (+) with predictions (×) based on Ref. [15].

the probed n levels is as expected. The measured block-
ade radii exceed the calculated radii by 2–3 µm. The
difference may be because Eq. 6 models the interaction
between two atoms and excludes many-body effects [3].
Ates et al. have previously seen evidence that theory
based on pair-wise interactions underestimates the block-
ade radius [7].

To test if atomic motion or the degree of excitation
saturation modifies the observed correlation behavior, we
vary laser powers, excitation pulse duration, and field ex-
traction delays. In general, increasing the laser power, or
the excitation duration at constant power, diminishes the
dip depth (defined as the curve asymptote minus the dip
minimum). For instance, increasing the excitation dura-
tion for state 70D5/2 from 100 ns to 400 ns causes the dip
depth to decrease from 0.24 to 0.04. This behavior could
be caused by an increased z-depth of the saturated part
of the excitation region. In our simulations the degree
to which the dip depth is diminished depends on the as-
sumed beam focus quality. Adding wings to a Gaussian
focus, as suggested by Fig. 2(c), yields better qualitative
agreement with our data.

Laser power has a greater effect for the case of exci-
tation to 44D5/2 than for the other states: in five I(r)
curves the dip disappeared entirely. We expect this is
partly due to saturating the atomic transition for 44D5/2

more strongly than for 60D5/2 or 70D5/2. It is also pos-
sible that, of the three states we studied, 44D5/2 is the
most susceptible to laser parameters due to having the
shallowest dip, closest to the radius of the self-term. An-

other possibility is that the blockade efficiency is dimin-
ished due to the proximity of the Förster resonance, as
suggested by Refs. [3, 16].
By varying the delay between excitation and field ion-

ization we test the longevity of the correlations. They
are remarkably long-lived. The dip depth decreases by
about half over 10 µs, despite possible atomic motion and
ionization during this time [17, 18]. This result awaits a
future theoretical explanation.

Multiple rings Maxima showing angular structure
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FIG. 6. Some autocorrelations (Ā) showing possible long-
range and angular structure for state 44D5/2.

Some of our data, using linear laser polarization and
a few MHz of detuning, show additional structures. The
autocorrelation in Fig. 6(a) exhibits multiple rings, in-
dicating long-range Rydberg-Rydberg correlations. The
autocorrelation in Fig. 6(b) hints at multiple maxima in
a ring about the center, indicating possible angular de-
pendence of the Rydberg-Rydberg correlation function.
There have been predictions of crystal-like structure in
Rydberg systems [19], but the detailed excitation condi-
tions are important in generating these structures. At
present we are working to improve our experimental con-
trol in order to systematically study these effects.
In summary, we have obtained spatially-resolved im-

ages of blockaded Rydberg atom samples and evaluated
the Rydberg-Rydberg correlation function. Having ob-
served a blockade, we measured the blockade radius for
several quantum states. We have also tested the depen-
dence of the blockade on parameters such as laser power,
excitation duration, and detection delay. Future work
could include investigation of longer range correlation
structures, extending beyond one blockade radius, as in
Fig. 6. One could further attempt to excite a Rydberg
crystal as proposed in Ref. [19].
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