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We report that double-stranded DNA collapses in presence of a.c. electric fields at frequencies of a few
hundred Hertz, and does not stretch as commonly assumed. In particular, we show that confinement-stretched
DNA can collapse to about one quarter of its equilibrium length. We propose that this effect is based on finite
relaxation times of the counterion cloud, and the subsequent partitioning of the molecule into mutually attractive
units. We discuss alternative models of those attractive units.

The mechanical response of DNA to alternating electric
fields has been studied extensively with the consensus find-
ing that molecules stretch along the direction of the field, as
long as the field is spatially homogeneous. This effect was at-
tributed to the global polarizability of a coil at low frequen-
cies [1, 2], and the high local anisotropy of the counter-
ion transport at high frequencies [3, 4]. Here we show that
the behavior is drastically different at frequencies at which
the counter-ion relaxation length scale matches the scale of
internal density fluctuations. In particular, we show that a
frequency range exists in which DNA collapses both from a
quasi-free coil configuration, and when pre-stretched through
mechanical confinement. We link the observed collapse to the
length-scale dependent polarizability of the coil, which parti-
tions the molecule into subunits that interact as if they were
independent coils [5, 6].

Our finding presents a considerable challenge to models
of polyelectrolyte electrodiffusion. In particular, our experi-
ments critically probe the assumptions about the coupling of
condensed counterions, free ions, and hydrodynamics [7–9].
It is not clear to which extend linearization and preaveraging
of terms are applicable to our system. Numerical models are
challenged by the large size of our system, and have only re-
cently become treatable [10].

All experiments used micro- and nanofluidic devices made
from fused silica, which were prepared by methods discussed
elsewhere [11]. λ-DNA (48.5 kbp, contour length ≈ 16 µm)
was suspended in 0.5x TBE buffer and stained using an inter-
calating dye (YOYO-1) at the ratio of 1 dye per 10 basepairs.
The mechanical [12] and electrophoretic parameters [13] are
somewhat modulated by the staining (order or 10%), but DNA
retains its essential characteristics. 0.1% by weight poly-
dimethylacrylamide (POP, Applied Biosystems), which ad-
sorbs onto channel walls, was added to prevent electroen-
dosmosis [14]. The local DNA density was determined from
the dye fluorescence intensity collected by an EM-CCD cam-
era on a microscope with a resolution close to the diffrac-
tion limit. We used 10 ms exposure time at 10 Hz frame
rate. We used two device layouts: a purely microfluidic lay-
out with a 0.6× 10 µm2 channel cross-section, and a mixed
nano/microfluidic layout with 80×100 nm2 or 225×325 nm2

nanochannel cross-sections (Fig. 1). All micro-and nanochan-
nels are hundreds of microns long. Voltages were applied us-

FIG. 1: Schematics of device structures. (A) Microfluidic device
with molecule of actual size. (B) Nanofluidic device with schematic
molecule in nanochannel (center) bridging two microchannels (left
and right).

ing platinum wires. In nanochannel devices the field was con-
trolled by placing the nanochannel between two microchan-
nels that carried identical currents, but that were held at the
desired potential difference [15]. We did not correct for
concentration polarization at nanochannel/microchannel junc-
tions. In microfluidic devices, the applied voltages were large
enough to make the voltage drop at the electrodes small com-
pared to the applied voltage. During application of the a.c.
voltage, an additional small d.c. bias was applied if asymme-
tries between the electrodes gave rise to a net drift.

For microchannel devices with a depth comparable to the
radius of gyration of DNA, Bonthuis et al. found only minor
alterations of the configuration and dynamics of DNA when
compared to the bulk [16]. DNA can assume an essentially
undisturbed configuration in the lateral dimension [17]. Chan-
nels deeper than 600 nm were not explored because of the lim-
ited depth of field of the microscope objective. In nanochan-
nels, DNA is mechanically stretched in an equilibrium process
balancing entropic spring forces and self-avoidance [18]. Fit-
ting the convolution of a boxcar function and a Gaussian to
the intensity along the channel yields the molecule extension.
The equilibrium extension along the channel length is in the
range of 60% to 70% of the contour length for 80×100 nm2

channels and ∼20% for 225×325 nm2 channels, respectively.
Figs. 2 (A)-(C) show nanochannel-stretched molecules at

increasing electric fields and a frequency of 300 Hz. We ob-
serve that below a threshold field strength, DNA is essen-
tially unperturbed in its extended equilibrium configuration,
while it collapses to about 20% of its equilibrium extension
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FIG. 2: Collapse of DNA in an a.c. electric field at 300 Hz. (A-
C) Time traces of intensity along nanochannel-stretched DNA vs.
time ((A) 210 V/cm, (B) 420 V/cm, (C) 780 V/cm). Each line is
a instantaneous intensity along the nanochannel axis, which have a
cross-section of 80×100 nm2. The small panels are individual movie
frames. The horizontal scale is 10 µm, and the total time is 50 sec-
onds. The a.c. field was applied at the arrow. (D) and (E) Molecules
in microchannel without and with electric field of 700 V/cm, respec-
tively. Scale bar 5 µm.

at high field strengths. The collapse is fast, and the lateral
displacement is due to asymmetry of injecting electrodes dur-
ing the first cycles. The fractional extension (ratio of end-
to-end lengths with and without a.c. field) vs. field amplitude
graph for nanochannel confined DNA bears the signature of
a phase transition, with a statistically significant noise maxi-
mum about half-way through the transition (Fig. 3). A similar
collapse under a.c. field application is shown in Figs. 2 (D)
and (E), where we present typical movie frames without and
with an a.c. field applied, respectively. Critical fields for col-
lapse were comparable in micro- and nanochannels.

We were able to replicate the collapse of microconfined
DNA in 0.25x to 2x TBE buffers, with and without agents to
suppress electroendosmosis. This suggests a low influence of
electrohydrodynamic interactions between wall and polymer.
Since the measurements under nanoconfinement suggest that
long-range hydrodynamic coupling within the polymer is not
leading either, it appears that hydrodynamic coupling overall
plays a secondary roll in the collapse.

A key insight into the collapse process is obtained by vary-
ing the frequency of the electric field (Fig. 4). We observed
that the field strength needed for collapse rises with an in-
crease in the drive frequency. Lower nanochannel width also
raises the critical field strength for collapse. We can rea-
sonably assume that this frequency dependence is caused by
counterions relaxation dynamics [19], and further hypothesize
that the dependence arises because the period of oscillation

FIG. 3: (A) Fractional length vs. field strength in 80× 100 nm2

nanochannels. Data shows spread of individual points. (B) Standard
deviation within individual single-molecule traces.

coincides with an intrinsic relaxation time. Using a single dif-
fusive relaxation time τ for Tris ·H+ ions, we can calculate
that the polarization scale λω =

√
D/ω, where D is the dif-

fusion coefficient determined from the mobility data of Klein
and Bates [20]. For a transition occurring at 500 Hz, λω is
about half a micron. That is beyond the effective diameter
of DNA under our buffer conditions (a few nm), but much
shorter than the stretched molecule. Comparing λω to length-
scales of the system, we notice that the length of a hairpin
bend of DNA, the size of blobs in the De Gennes model, the
persistence length, or the length of more general density fluc-
tuations may fall into this length scale. The collapse of un-
confined molecules provides an upper limit of the scale in the
form of the mean radius of gyration of the molecule, about
700 to 800 nm. We postulate two distinct physical mecha-
nisms that could lead to a contraction: mutual attraction of
hairpins and mutual attraction of density fluctuations (Fig. 5).
While both lead to qualitatively correct conclusions, we were
unable to provide a quantitative comparison.

The mutual attraction of hairpins in our model is based
on the frequency-dependent polarization of curved seg-
ments [21]. The model postulates that Manning-condensed
counterions, which surround the molecule, only move along
the backbone of the molecule. In a simplified model without
thermal charge fluctuations the charge per unit length can be
separated into a polarization charge density ρp(s, t) and the
average counterion charge per unit length ρ0 which is of the
order of e/b, with s the location along the molecule, t the time,
and b the base-pair spacing. The configuration of the molecule
is characterized by the position ~r(s, t) and the tangent vector
t̂ = ∂~r/∂s. The polarization charge density ρp(ω, s) for a fixed
molecule configuration can be computed from time Fourier
transform of the linearized Nernst-Planck equation

iωρp(ω, s) ≈ D
∂2ρp(ω, s)

∂s2 −
ρ0e ~Eω

kBT
·
∂t̂(s)
∂s

 . (1)

For high frequencies (lp<λω�`), the average polarization of
a stretched molecule is small, but a local charge density pro-
portional to the dot product of curvature vector (averaged over
λω) and a local electric field is induced. Segments of oppos-
ing curvature carry opposite charge, and give rise to a mutual
“polarization attraction”. Collapse is expected when the at-
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FIG. 4: Influence of frequency on contraction. (A) Fractional ex-
tension in 80 nm × 100 nm channels. Symbols: 100 Hz (�), 300
Hz (◦), 500 Hz (×), 700 Hz (M). The inset show the contraction at
1.4 kV/cm over a large range of frequencies. Error bars are standard
deviations of means. (B) Fractional extension in 225 nm × 325 nm
channels. 300 Hz (◦), 400 Hz (�), 500 Hz (×), 600 Hz (M). (C)
Fractional radius of gyration (ratio of Rg to equilibrium Rg) in mi-
crofluidic channels. 100 Hz (N), 300 Hz (�), 675 Hz (◦).

traction between hairpins exceeds the electrostatic repulsion.
ρp(ω, s) must then exceed the net charge per unit length e/lb
of DNA under Manning condensation (lB ≈ 1 nm Bjerrum
length). This leads to an upper limit the for the bending radius
of

r <
lb
b

DeEω

ωkBT
. (2)

For Eω of 103 V/cm, and 1/b ≈ 1010/m, the limiting radius
is about 1 µm, clearly larger than the lateral nanochannel di-
mension and the persistence length. Hence, all full hairpins
in nanochannels would be attracting. Beyond the strength of
the interaction, a sufficient number of interacting segments
within the molecule must approach close enough to experi-
ence the interaction. While there is currently no broad con-
sensus on the precise nature of the nanochannel stretching,
we note that the stretching must be the result of interactions of
chain segments along the molecule. The linearity of stretch-
ing at lengths beyond at least 1 µm in occupied channel length
indicates that stretched molecules at least experience tens of
interaction points. This is a lower bound on the number of
contacts if we accept a self-avoidance based model [22, 23].
For molecules confined in microchannels, the self-interaction
probability for λ-DNA is low enough for the molecule to be
Gaussian [17]. However, a disturbed counterion atmosphere
is considerably larger than one in equilibrium, and hence the
induced interaction energy can exceed kBT between segments
that would be too far apart to interact without a field.

The main criticism of the “curvature condensation” model
is that the high electric fields applied here make a linear re-

FIG. 5: Model of collapses. (A) and (B) limiting geometries for “cur-
vature condensation”. The electric field polarizes only highly curved
DNA segment, which then interact. (C) Polarization of density fluc-
tuations. The counterion (pink) and co-ion (not shown) clouds are
displaced to yield a local polarization that is polyelectrolyte density
dependent, thus leading to local, interacting charges.

sponse, and polarization solely along the backbone of the
polyelectrolyte, somewhat unlikely. Counter-ion dissociation
[24], concentration polarization [25, 26], or electrohydrody-
namic [27, 28] effects should be considered. Isambert et al.
have developed a model for the aggregation and dynamics of
a solution of polymer under a.c. electric fields that considers
the depletion of co-and counterions as the leading effect, with
a subsequent polarization of the ionic atmosphere [28]. We
propose that their model should not only be applicable to the
interaction between polymer coils, but also between density
fluctuations of the same molecule.

A qualitative agreement between this concentration polar-
ization model and our experiment is obtained from Isambert’s
approach that uses the k-space Fourier transform of the density
fluctuations, where k is the wave vector. In an a.c. field only
DNA density fluctuation modes with k−1 < λw are polarized
and interact (Fig. 5). A rising frequency thus reduces the num-
ber of possible interacting fluctuations, which should lead to
a rise in the field strength required for collapse. Further, since
the equilibrium density fluctuation amplitude scales with k−1,
the longest and slowest active mode carries the leading contri-
bution to the polarization interaction. The observation of ear-
lier collapse in wider channels also follows because DNA in
wider channels has a higher fluctuation amplitude for a given
k vector. The main shortcoming of the model, as Isambert em-
phasizes, is that the collapse instability does not follow from
linear analysis, and thus relies on numerical treatment.

We have tested the concentration polarization hypothesis
by treating a nanochannel-stretched molecule using a one-
dimensional numerical model that links a Brownian dynamics
treatment of the polymer chain with a conventional electrod-
iffusion model for the counter-and co-ions, details of which
we will publish later. Long-range hydrodynamic interactions
were excluded because of the assumed efficient hydrodynamic
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screening. Local interactions were excluded because they are
strongly dependent on the local structure, and thus cannot be
treated by a coarse-grained model. The model leads to con-
centration polarization within the macromolecule, and the re-
sulting force nucleates regions of high density.

Finally, we consider whether the collapse could be an ar-
tifact of our micro- and nanofluidic techniques. The lead-
ing cause would be variations in channel width and result-
ing dielectrophoretic polymer aggregation at points of high
electric fields [11, 29]. That appears unlikely since we ob-
served movement of condensed regions along the channel. A
second criticism is the neglect of ions in the Debye layer be-
longing to channel walls, which could lead to localized high
electric fields and dielectrophoretic condensation on rough
walls [30]. We estimate a sidewall roughness of less than 5
nm, comparable to the Debye layer thickness. The Debye
layer thus provides efficient screening. Note that previously
unexplained features in electrode-less dielectrophoresis seem
to be described by the condensation mechanism proposed here
in conjunction with induced surface charge densities at micro-
sized features [29].

An artifact that limits the observable contraction is the cen-
ter of mass motion of DNA molecules during an exposure pe-
riod. It leads to an apparent elongation of molecules in the
direction of the electric field. The magnitude of this motion is
proportional to the electric field strength and the period of os-
cillation, and has more relative importance for molecules with
smaller dimensions. We believe that the high-field shoulder in
Fig. 4 (C) and the functional dependence of the 100-Hz curve
in Fig. 4 (A) are due to this effect.
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