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Abstract

Negative index of refraction of electromagnetic waves wealigted and observed in artificial meta-
materials. The same phenomenon in nonlinear chemical waasdecome a recent focus in nonlinear
dynamics researches. Theoretical analysis and computeiations have predicted that negative index of
refraction can occur on the interface between antiwavesiandal waves in a reactionftlision (RD) sys-
tem. However, no experimental evidence has been found sinf#éinis letter, we report our experimental
design in searching for such a phenomenon in a chloritel@dialonic acid (CIMA) reaction. Our exper-
imental results demonstrates that competition betweeresvand antiwaves at their interface determines
the fate of the wave interaction. The negative index of mfoa was only observed when the oscillation
frequency of a normal wave is significantly smaller than thiathe antiwave. All experimental results
were supported by simulations using the Lengyel-EpsteinniRidel which describes the CIMA reaction-

diffusion system.
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The recent discovery of antispiral and antitarget wavegattion-difusion systems[1-3] has
attracted much interest because of a unique characterisgavave’s phase velocity is opposite
to their group velocity[4, 5]. A normal concentric or spikghve in a reaction-diusion system
has outward propagation from its wave source, becauseatseprelocity and group velocity point
to the same direction. In contrast antitarget and anticpiaaes propagate inwardly towards the
wave source, because the phase and group velocities arsitgppdlumerous theoretical and
numerical studies have been carried out to investigatatttisrave behaviors[6—8]. Among them,
the refractive index of these nonlinear waves on the wavevave interface is a major focus[8—
10]. In a linear counterpart system such as electromagwetres, artificial meta-materials can be
designed to have a negative value of the refractive indelaairiterface. This property was first
predicted in the late 1960’s[11] and experimentally resadizecently[12]. One of the necessary
conditions for negative index of refraction is that the ghaslocity of the optical waves is opposite
to the group velocity. It is interesting to investigate wiata nonlinear wave behaves the same
for two reasons. Theoretically, a better understanding@biehavior of nonlinear traveling waves
is helpful to explain the wave propagation mechanism of otfoalinear systems, such as heart
muscles and microorganisms. Practically, it is intergstindesign new functional materials that
have novel nonlinear wave behavior. This motivated us ttesyatically research wave behavior
at the interface between a normal wave and an antiwave ircigraliffusion system.

Presently, negative index refraction in chemical waves Ib@sn predicted in numerical
simulations[8-10]. Cao etc.[9] found negative index refien at the wave-antiwave interface us-
ing CGLE and Brusselator models in RD systems. They scamgeitcing frequency to identify
suitable physical conditions for negative index of refi@eto occur. The relationship between the
incidence and refraction angle were also discussed thealtgtand numerically. A further work
reported numerical exploration based on the dispersiatioel of the CGLE[10], which demon-
strates that the forcing frequency in the CGLE model deteesiiwave refraction behavior at the
interface. These numerical simulations attempt to surkieyuhderlying mechanisms of negative
index of refraction. However, fundamental experimentadlemce in reaction-diusion systems is
still lacking.

The first step in experimentally testing negative index &faeion behavior in nonlinear chem-
ical waves is creating a wave-antiwave interface in a RDesgstOur former experimental and
theoretical research found that, under certain experiahennditions, the chlorite-iodide-malonic

acid (CIMA) reaction system supports antiwave formatiomg #ghe concentration of polyvinyl



alcohol (PVA), the color indicator of reaction, is a sengtparameter for determining the wave-
antiwave exchange [3, 13, 14]. Thus, witlifdrent concentrations of PVA loaded in the reaction
medium, one can generate normal waves and antiwaves witathe boundary conditions. This

behavior allows us to create a wave-antiwave interfacech sLRD system.

Our experiments were conducted in a spatially open readtbitke CIMA reaction[13, 15, 16].
The reaction medium was a thin disk of agarose gel pre-loadgdPVA. It was sandwiched
between two thin porous glass disks, which could lock PVAeuoles inside the gel. The outer
surfaces of the glass disks were in contact with two chensichltion reservoirs. An interface
between normal wave and antiwave areas could thus be crigataatting together two gel parts
with different PVA concentrations. In this experiment, we fixed theceatration of PVA in the
part of gel that generated antiwaves, and used the contientd PVA in the other part of gel
(normal wave part) as a control parameter. We monitorgdréint types of wave-wave interactions
at the interface and searched for evidence of negative iofietraction behavior in the nonlinear
wave. The difusion time of PVA in the gel is quite long, so the concentratd PVA in the two
parts of gels can be considered constant, with the PVA cdrateon gradient at the interface being
sharp.

The chemical concentrations of CIMA reaction in the two folureservoirs were éierent and
fixed in each experiment. One reservoir containech®Dsodium chlorite, InM sodium hydrox-
ide; the other contained 24M sulfuric acid, and malonic acid (MA). Both reservoirs conéal
3.48mM potassium iodide and3mM sodium sulfate. The concentration of PVA in the antiwave
medium was fixed at@gyL; the concentration of PVA in the normal wave area was tunéaden
0.6g/L and 22g/L. The concentration of MA was another control parameterctvinias tuned in
the range from & mM to 6.0mM (stepwise by A mM). Each measurement was performed when
the wave behavior reached asymptotic state (the time iteras usually 2 hours).

As the control parameters were varied in sequence, we fouree typical states (Fig. 1).
First, the uncoupling state occurred when the concentratid®VA for the normal wave medium
was between .B8g/L and 10g/L. In this state the normal wave and antiwave evolved sepgrate
so the number of wavefronts in the normal wave did not matc¢h thiat of the antiwave at the
interface [Fig. 1(a), movie on line]. In this situation, timerface between the normal wave and
antiwave functioned like a wave sink; neither normal waves antiwaves could pass through.
We observed the second state, the coupling state, when tivermimation of PVA for the normal

wave medium was increased tald/L and 18g/L. In this state the wavefronts of antiwave and



FIG. 1: Typical experimental results of the three forms of@vave interaction on the interface between
normal wave and antiwave areas. (l4] = 6.0mM, PVA=0.6g/L vs 40g/L, the uncoupling state; (b),
[MA] = 59mM, PVA=1.4g/L vs 40g/L, the coupling state. (c)MA] = 5.7mM, PVA=2.1g/L vs 40g/L,

the negative index refraction. View size diameter of (3,i5cl7.6mm. (d), the zoom up image of the
interface of negative index refraction in (c), view sizend&er of (d) is &mm. The arrows indicate the

direction of the phase velocities.

normal wave became coupled because the number of wavefr@ithed at the interface [Fig.
1(b), movie on line]. However, the group velocities of themal wave and antiwave both pointed
to the interface, which indicated that wave refraction glidl not occur. In contrast, in the third
state, as the concentration of PVA for the normal wave meduas further raised to.2g/L and
2.2g/L, negative index refraction emerged. In this situation,itbemal wave penetrated through
the interface and became the source of the antiwave. Theahavave and the antiwave had a
unique direction in group velocities. Whereas their phadeaities were in opposite directions;
both pointed to the interface [Fig. 1(c)(d), movie online].

The experimental observations of Fig. 1 can be understoterims of nonlinear wave com-
petition. This is diterent from linear waves, which show superimposition. Wivem onlinear
waves meet, they collide and disappear. In order to have vedraetion on the interface, chemical
waves on one side of reaction medium should pass the inéediagd become the wave source in

the other side of reaction medium. They will face compatitidth waves that are already there. It
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FIG. 2: Phase diagram of traveling wave behavior on thefater The solid division line separates the
negative index refraction regime and the wave sink reginie dashed line indicates the division between
the coupling and uncoupling states fierent symbols indicate flerent concentrations of PVA in the normal

wave medium. Oferent concentrations of MA givefiiérent values of measured periods.

is well known that for an ordinary outwardly propagating wathe wave with a higher oscillation
frequency has an advantage. The situation is opposite emtfieave region[3]. The reason is that,
given the same wavelength, the inwardly propagating watie thie longer period takes a longer
time to reach the wave center, making its survive longer.s Theans that a normal wave train
can pass through the interface between normal wave andauetimnedia only when its oscillation
frequency is lower than that of the antiwave. Equally, anveaue train can penetrate the inter-
face only when its oscillation frequency is higher than thfahe normal wave. On the contrary,
a normal wave train with a higher frequency than that of thiaave can not pass through the
interface. In this case, the interface serves as a wave airdoth. Thus, the equivalent line of the
oscillating periods of the normal wave and the antiwaved#igithe negative index refraction state
and the wave-wave interaction state.

Our experiments support this qualitative reasoning. Fig. £2phase diagram using measured
oscillation periods of waves and antiwaves as the ordempaters. The solid division line indi-
cates where the normal wave and the antiwave are at equablperOne observes that this line
distinctly divides the negative index refraction staterirthe other two states. The dashed line is
the boundary between the coupling and uncoupling statesumboupling state occurred when the

discrepancy between the oscillation periods of the two wanes large. In this regime, interaction



between wave and antiwave was weak. The coupling region tisermiddle of Fig. 2. Here,
the frequency of the normal wave was slightly higher than tiahe antiwave. In this regime
the wave trains on the two sides of the interface matched.hiki& there might be an important
interaction between the wave and antiwave at the interfAsea result, the chemical waves on
both sides of the interface become resonant; they adjustdkeillation frequencies so that the
wave trains on the two sides match at the interface.

To confirm our qualitative explanation about the couplirajesind the negative index refraction
state, the corresponding simulation was conducted. Foresearch confirmed that the Lengel-
Epstein (LE) model can quantitatively describe the dynanm€IMA reactions[17—-20]. Since the
color indicator PVA plays an important role in the antiwagemation, in this study we modified

the original LE model to take the reaction of PVA into acc¢h}:
S+1; = C, 1)

whereS, 13, andC represent, respectively, the concentrations of PVAguiide, and PVA-iodide
complex. Since the above complex formation reaction is nfaster than other reactions in LE
model, we assumed that it is always in a quasi-equilibriuatest Under this assumption, the

non-dimensional form of Lengel-Epstein model in a RD systenld be rewritten as

Ox/ot = d[a— x— 4xy/(L+ X?)] + 6DxVZx

ay/ot = b[x - xy/(1+ x*)] + DyV?y, (2)

wherex andy are non-dimensional concentrationslofandClO;; a is proportional to the con-
centration of MA;b is inversely proportional tt,[22]; ¢ is related to the color indicator’s concen-
tration:§ = 1/(1 + SK), whereK is the equilibrium constant of reaction (1).

According to our former theoretical study[3, 13, 14], araix@s appear when the reaction sys-
tem is just beyond the Hopf bifurcation point. When the syste moved away from the Hopf
bifurcation point, antiwaves undergo a transition to ndrmaves. For the modified LE model,
one can prove that the system undergoes a Hopf bifurcati®én-ifo/(3a/5 — 25/a). The value
of 6 determines the distance from the Hopf onset and wave-aveiwachange. This theoretical
prediction was confirmed in our experimental study.

For quantitative comparison of simulation and experimlengsults, the control parameters in
the Eqgn. (2) system were estimated from experimental ciomdit In the actual experiment, the

concentration of MA could be considered as constant on haethhtiwave and normal wave sides,
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FIG. 3. Typical simulation results of the three states of evasave interaction at the interface between
normal waves and antiwaves. The lower half of each figureeisiirmal wave parameter region, while the
upper half is the antiwave region. (a) the uncoupling stéigthe coupling state; (c) the negative index
refraction state. The value of parameters in the upper rlor@ee region are respectively: = 0.221 b =
0.32;6 = 0.218b = 0.28; 6 = 0.215b = 0.265. Parameters in the antiwave region remain the same:

6 =0.146 b = 0.37. The arrows point to the direction of the phase velocayme as Fig. 1.

so the corresponding paramegewas fixed on both sides to bed9 Parametes on the two sides
were diferent because the color concentration of the indicator @eferent. A smally, which
corresponds to a high concentration of PVA, provided thenave area, while a largé provided
the normal wave area. Considering the concentration of FyAs(around 4/L ~ 10*M, andK

is around 6x 10%, § can be calculated to be aboullB. In the simulationg in the antiwave area
was fixed at AL46, ands in the normal wave area was used as a control parameter. Thmeir
b is also diterent on the two sides because a higher color indicator odorat®n corresponds to a
lower iodine concentration. We calculated tbatas in the range of.@5 ~ 0.33.

In the simulation study, we inserted values for the contewbmeters based on the above esti-
mates, and used Eqn. (2) to conduct the simulations. Bechfliseent values of led to diferent
diffusion codicients for variablex at the interface, the ffusion codicient at the interface was set
by taking the average of the two sides. This guarantees &cauts concentration and flux value
across the interface. This boundary condition proved todhe in CGLE simulations[9, 10]. The
simulation results are shown in Fig. 3, which indeed showestlypes of wave-antiwave interac-
tions at the interface, as observed in the experiments. \iieeparameters on the normal wave

side weres = 0.221 b = 0.32, the simulation gave an uncoupled state [Fig. 3(a), monime].
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FIG. 4: The oscillating period of the normal wave in the RDtegs as a function of. The area is divided
into three parts: uncoupling state (triangléss 0.2225b = 0.326 ands = 0.221 b = 0.32); wave-wave
coupling state (squares,= 0.219 b = 0.285 ands = 0.218 b = 0.28); negative index refraction (circles,
6 =0.215b =0.265 ands = 0.211, b = 0.258). The dashed horizontal line marks the oscillationgaeaf

the antiwave.

As the parameters on the normal wave side were varieéd+00.218 b = 0.28, waves became
coupled [Fig. 3(b), movie online]. When the parameters anrtbrmal wave side were below
6 = 0.215 b = 0.265, negative index refraction began to form [Fig. 3(c), re@nline]. Thus, we
demonstrated a quantitative agreement between expeahwdrgtervations and numerical simula-
tions.

We measured the oscillation period of the normal wave as etitmof s andb. The result is
shown in Fig. 4. One observes that the oscillation periodeimees ag decreases. The system
shows uncoupling state, coupling state, and negative inefigaction state in sequence as the
oscillation period of the normal waves increases. The itiansdbetween the wave coupling state
and the negative index refraction state takes place at il pgriod line, which is consistent with
our speculation. The critical value &0bn the boundary between the uncoupled and coupled states
reflects the discrepancy between the periods in the normad aad antiwave wave regions. If the
discrepancy is large, the resonance of the two waves stojasthere is no interaction between
the two waves, as observed in the experiments.

In summary, we experimentally proved that a negative indesefsaction phenomenon can
occur in reaction-dfusion systems at the interface between a normal wave andiaraa®. The

frequency of the normal wave being lower than that of theveate is a necessary condition.



This behavior in nonlinear waves is qualitativelyfdrent from the linear system, such as that of
electromagnetic waves. In a nonlinear system that supp@ntsling waves, wave competition
based on oscillation frequency is universal. The existei@nd conditions for negative index
refraction provide new insight in understanding the betvagf nonlinear traveling waves, which

helps to explain wave propagation in macro structures, agdteart muscles and microorganisms.
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