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We resolve an existing question concerning the location of the mobility edge for operators with a hopping
term and a random potential on the Bethe lattice. The model has been among the earliest studied for Anderson
localization, and it continues to attract attention because of analogies which have been suggested with localiza-
tion issues for many particle systems. We find that extended states appear through disorder enabled resonances
well beyond the energy band of the operator’s hopping term. For weak disorder this includes a Lifshits tail

regime of very low density of states.
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Introduction.— Operators which combine a hopping term and
random potential on tree graphs are among the earlier studied
models of Anderson localization [1-3]. Nevertheless, some
questions about their phase diagram have persisted and re-
mained open at both the rigorous and non-rigorous levels [4].
The subject has recently attracted additional interest because
of analogies which were drawn between systems of many par-
ticles and that of one particle on a graph of very high degree,
where loop effects may be unimportant [5, 6].

Our purpose here is to describe a new result, whose math-
ematical details will be spelled elsewhere, concerning the na-
ture of the spectrum in an intermediate regime, where the den-
sity of states is extremely low but where nevertheless known
criteria for localization do not apply. The main result is the
existence of extended states, and absolutely continuous spec-
trum. Aside from answering a long open question concern-
ing the location of the mobility edge, the proof may be of
added interest, as it introduces a new mechanism for the for-
mation of extended states which may reflect dynamics driven
by disorder-facilitated resonant tunneling.

More explicitly, we discuss the spectral properties of a
Hamiltonian operator of the form

Hy, =T+\V, 6]

acting in the space of square summable functions over a regu-
lar tree graph T of degree (K + 1) (i.e., where each sites has
that many neighbors), with 7" being the generator of ‘hopping’
transitions between neighboring sites (i.e., T , = 5|1_y‘,1),
V' arandom potential and A > 0 serving as a disorder param-
eter. It is assumed here that:

{Vz }zer form independent identically distributed (iid)
random variables, with a probability distribution whose
density p(V) is continuous and positive on the entire
line, with a finite number of humps, and E [|V,|7] <
oo for some 7 > 0. (Examples include the Gaussian
and the Cauchy distributions, as well as any finite linear
combinations of their shifted versions.)

For ergodic potentials, a class which includes the present
case, the spectrum of H is (almost surely) a non-random set,
which in our case changes discontinuously: at A = 0 it is just

o(T) = [-2VK,2VK], 2)

whereas for A > 0 the spectrum of H) is the entire real line
(as is the case for V). The phenomena we discuss here are re-
lated to the occurrence of energy regimes with different spec-
tral and dynamical types whose locations are also non-random
and which are separated by a so called mobility edge. In one
spectral regime the operator H ) has only localized eigenstates
and in the other its spectrum is expressed in extended (gen-
eralized) eigenstates, which enable conduction. These spec-
tral types indicate the nature of the evolution of wave packets
with energies in the specified regimes, and of the conductance
properties of an electron gas in the corresponding one-particle
approximation.

Simple examples of two different spectral types are offered
by the two components of Hy. The operator V has almost
surely only pure-point spectrum: it has a countable collec-
tion of proper eigenstates ({|u) },e1) — delta functions associ-
ated with the sites of T — and the collection of its eigenvalues
({Vu}uer) forms a dense set over the full line. In contrast,
T has continuous, in fact absolutely continuous, spectrum: it
has only generalized (non-square summable) eigenfunctions,
of continuously varying energies (and infinite degeneracy).

Naively, one could expect that at least in the perturbative
regimes the spectrum of the sum (1) would resemble that of
the dominant term. That, however, is not quite the case. As is
well known, in one dimension disorder has a non-perturbative
effect: even at weak disorder it causes complete localiza-
tion [7, 8]. We now show that — somewhat conversely — on
tree graphs (other than 1D) extended states, and absolutely
continuous spectrum, emerge through resonances in regimes
where at first sight one could expect localization to dominate.

The puzzle left by past results.— The phase diagram of H was
considered in the early works of Abou-Chacra, Anderson and
Thouless [2, 3]. Arguments and numerical work presented
in [3] led the authors to surmise that a mobility edge exists
at a location which roughly corresponds to the outer curve in
Figure 1, approaching limits close to |E| = K + 1as A | 0.
As noted there, a puzzling aspect of this finding is that this
limit does not coincide with the spectral edge of o(T") (given
by (2)). The analysis offered in [2, 3] mainly focused on the
breakdown of a localization condition, without addressing the
nature of the spectral regime beyond this stability edge. Rig-



orous results have also been obtained, proving [9, 10]:

Localization regime: For energies in a regime of the form
|[E| > ~(A), with () a function satisfying
limy)ov(A) = K + 1, as qualitatively depicted in Fig-
ure 1, with probability one the random operator exhibits
spectral and dynamical localization.

Spectral localization means here that in the specified range of
energies the operator has only pure point spectrum, consisting
of a dense set of non-degenerate proper eigenvalues whose
eigenfunctions are exponentially localized. Dynamical local-
ization is expressed in the bound

>° E(alPi(H) e 0))?) < Are DR 3)
|z|=R

for intervals I lying within the interior of the localization
regime (the localization length 1 (1)1 tends to zero as the
boundary of the localization regime is approached). Here
Pr(Hy) is the spectral projection onto the space spanned by
states with energies in /.

The curious gap between the edge of the proven localization
regime (which is | F| = K + 1) and the unperturbed spectrum
(|E| = 2v/K) was considered in some detail in the study of
Miller and Derrida [4]. It was noted there that for energies in
the range | E| > 2v/K the mean density of states ppos(E, )
vanishes to all orders in A, for A | 0. E.g., in case of the
Gaussian distribution as ppos(E,\) ~ exp (—C(E)/A\?).
Such rapid decay is characteristic of the so called Lifshits tail
spectral regime, and in finite dimensions it is known to lead
to localization. The conclusion of [4] was that the following
question remained unresolved by the available methods.

Q: What is the nature of the spectrum for weak disorder at
energies

WK < |E|<K+1 (4)

(where the density of states vanishes faster than any
power of A, as A | 0)?

The rigorous results which were derived since then have only
sharpened the question: The existence of absolutely continu-
ous spectrum, and diffusive dynamics [11], has by now also
been established for the random operators discussed here.
However, till the present work this has been accomplished
only for energies |E| < 2v/K, and by arguments which ad-
dress (in different ways [11-13]) regimes of small \.

Thus, the past results have covered two regimes whose
boundaries, sketched in Figure 1, do not connect. The result
presented here answers the question concerning the nature of
the spectrum in the region between the two curves in Figure 1.
To describe the proof, and link the new to the existing results,
let us sketch some of the arguments which play a role in the
derivation of localization.

FIG. 1. A sketch of the previously known parts of the phase diagram.
The outer region is of proven localization, the smaller hatched region
is of proven delocalization. The new result extends the latter up to
the outer curve defined by ¢ (1; E) = — log K, assuming equality
holds only along a line. The depiction is schematic, however the
points at which the curve meets the energy axis are stated exactly.

Sketch of the localization analysis. — Proofs of localization on
tree graphs [9, 10] have been based on analysis of the frac-
tional moments of the Green function'

G(0,z;2) = (O|(Hy — 2) " }z). 5)

Its relevance can be seen in the following bound (which is
valid for all graphs, not just trees) on the transition probability
from O to x, for the time evolution generated by H . Restrict-
ing to energies in an interval [ one has:

E (| Pr(Hx) e [0)[?)
C

< @/E(Gmo,x;mm)m dE (6)
I

which holds (under some assumptions on the probability dis-
tribution of V) for any s € [0,1) at a constant Cy < c0.

Thus, a sufficient condition for dynamical localization in I,
in the sense of (3), is that for all £ € I:

> E(GA0,2;E +i0)[") <
|z|=R

e MAE) R (7)

at some s € (0,1) and px(E) > 0. Proofs of localization
in the regime described above have proceeded by establishing
this condition.

To contrast the localization criterion with the new result, it
is convenient to recast (7) in terms of the function which we
define as?

logE B +i0)°
or(s:B) = 1im (BEIGO 2 B+ i0)]]

;8

! The ‘multiscale method” [14] for a proof of localization could not be ap-
plied to trees because of their volume’s exponential growth.

2 We show that for s < 1 the limits E 4+ in | E + i0 and |z| — oo are
interchangeable, and hence @) (s; E) is decreasing in s. This is not the
case for s > 1, in which case the expected value in (8) diverges if | O is
taken first, for E in the localization regime.



for s € [0,1), and for s = 1: @ (1; E) = limgr1 oa(s; E).
Clearly, on tree graphs the localization condition (7) holds
wherever

ox(LE) < —logK . )]

Our new result is that the opposite inequality implies abso-
lutely continuous spectrum.

The new result.— The condition for absolutely continuous (ac)
spectrum throughout an energy interval I, is

Im G(0,0; E+i0) > 0 foralmostall E €. (10)

For the random operator discussed here, if (10) holds with
positive probability then it holds with probability one. One
may note that 7! Im G, (0,0; E + i0) is the density of the
absolutely continuous component of the spectral measure as-
sociated with the state |0). The above condition carries also
direct consequences for the dynamics:

i. As explained in [4, 15], when particles of energy E are
send coherently down a wire which is connected to the point
x € T, the reflection coefficient is less than 1 and some of
the current is transmitted through the graph if and only if
Im Gy(z,z; F +10) > 0. This holds for dynamics gen-
erated by operators of the form (1) on arbitrary graphs.

ii. It may be added that by the ‘Riemann-Lebesgue lemma’,
of the theory of Fourier transform, any state whose eigenfunc-
tion decomposition consists solely of states in the ac spec-
trum of H) (a subspace on which the projection is denoted by
P,.(Hy)) would, in the course of the dynamics generated by
H,, asymptotically leave any finite region. IL.e., regardless of
the initial state |p):

lim Y [(@le™" Poo(Hy)|9)|* =0 forany R > 0.

t—oo
lz|<R

Theorem (Delocalization regime) For the random operators
considered here, (10) is satisfied, and hence the operators
have almost surely absolutely continuous spectrum, through-
out any interval where

ox(l;E) > —logK . an

Furthermore, the corresponding region in the E X )\ ‘phase
diagram’ includes for each energy |E| < K + 1 an interval
with a positive range of A > Q.

By convexity, a sufficient condition for (11) is that the Lya-

0
punov exponent, Ly (F) = —%(0; E), satisfies
Ly(E) < logK. (12)

This yields a somewhat more tractable sufficiency criterion for
delocalization, which is quite effective at weak disorder and at
high K. The Lyapunov exponent yields the Green function’s
typical rate of decay: |G(0,z; E +i0)| ~ e~ (B2l and it
can be expressed as Ly(E) = —E(log |T'»(0; E + i0)]), in

terms of the quantity I'y (0; E 4 40) which is defined in (16)
below. It is calculable for the Cauchy random potential, in
which case (12) holds at E = 0 for (exactly) |A\| < K — 1.

At first sight, the characterization of the mobility edge by
oA(1; E) = —log K may be surprising, since this has the ap-
pearance of a threshold for /! summability whereas the tran-
sition from pure point spectrum corresponds to the loss of
square summability, i.e., an 0?2 condition. On the tree, or any
graph of exponential growth, the latter may continue to be
satisfied well beyond the threshold for ¢! summability. How-
ever, the criterion incorporates an important fluctuation effect.
Some light may be shed on this phenomenon by the following
heuristic argument?.

A heuristic explanation.— Let us first indicate why the operator
has no pure-point spectrum in any interval throughout which
(11) holds. The hallmark of such spectrum in a given interval
I, for an operator with random potential is the almost-sure
square summability of the Green function, at fixed £ € I:
> lGa(@, g B+ i0)|> < oo, from any given site z. This is
due to the spectral averaging principle, which implies that in
the presence of disorder, such typical properties of the Green
function are shared by the operator’s eigenfunctions (cf. [9,
18]). Now, for energies E in the localization regime

1
E,-F

G (0, 2; E +1i0) zz

n

@, (0)T,(z),  (13)

where ~ is used since we put aside the fact that the spec-
trum may include more distant, and hence non-singular terms
where an integral expression is to be used. The localized
eigenfunctions decay exponentially, each from its particular
center, x,, at an exponential rate which is typically given by
the Lyapunov exponent. For a given R there will typically
be about AE ppos(E, \) K eigenfunctions localized in the
vicinity of the shell |z| = R, with energies scattered within
E 4+ AFE. The typical value of the smallest energy gap in such
case would be

L min {|B, — B} ~ [ppos(B, ) KR ™. (14)
For x,in — the site where the minimum is attained — the con-
tribution of just the corresponding eigenfunction to the Green
function would typically be of the order of K% e~ FLxA(E),
Making the seemingly reasonable assumption that this rela-
tively large term would not be exactly cancelled by the other
contributions in (13), one is led to expect that under the Lya-
punov exponent condition (12), if £ is in the pure point spec-
tral regime then typically

1‘11;|L§R|G,\(O,a:;E+iO)| > (15)

3 1t should be said that the formulation of the threshold in terms of an £1
condition appeared early on in [16]. However, that announcement was not
followed by a detailed proof. So far the method outlined there has found its
expression only in the analysis of [11] which addresses the regime of small
XAand E € o(T).



at some § > 0. As explained above, this contradicts the as-
sumption of pure point spectrum.

Taking into the account the contribution of eigenfunctions
with a slower decay, through large deviation analysis, one ar-
rives at the conclusion that (15) is to be expected also under
the less stringent condition (11), as stated in the theorem.

The above argument is obviously incomplete, and at best it
indicates only the existence of continuous spectrum, though
not necessarily absolutely continuous spectrum. The theorem
states more: with probability one Im G (0, 0; F + i0) > 0.
Following is a sketch of the proof of this assertion.

The analysis on trees simplifies due to two relations:
i. Upon the removal of the root of a rooted regular tree, the
graph splits into a collection of K trees which are similar to
the original one, and whose roots form the set NV, of the for-
ward neighbors of x. This leads to the recursion relation (the
‘self-consistency’ condition of [2])

D= (\-- ¥ o) a6

yENST

with T'y (2;¢) := (z| (Hy* — ¢)~"|z) the resolvent, at the
extended complex energy parameter ( = E + in, of the op-
erator obtained by restricting H to the subtree (T,) of sites
which are beyond x relative to the root.

ii. The other simplifying feature of trees is that the Green
function G, (0, x; ¢) factorizes into a product taken along the
path (0 =< u = z) from the root to x:

GA(0,2;Q) = (0| (Hx =) ) = ] Ta(w¢). a7

0=u=z

By the above relations, for any integer R > 0:

ImTy(0;¢) > > [GA(0,2;0)) Tm T(x;¢)  (18)
lz4|=R

where z is the site just below x relative to the root. Equality
holds in case Im ¢ = 0 and the above relation is physically
interpreted as the current conservation when feeding current
through a wire at 0 (cf. [4]). To prove that the imaginary part
does not vanish in the limit Im ¢ | 0, we show the instability
of the set of real distributions for " (0; ¢) under the iterative
relation (18). Key role is played by a large deviation analysis
which is enabled by the above multiplicative structure.

Discussion.— Our analysis indicates that the relevant phe-
nomenon for the transition from localization to continuous
spectrum is the formation of extended states through rare res-
onances between distant localization centers, which can be
found due to the exponential increase of surface at radius R.
This mechanism does not apply on regular graphs of finite di-
mension. However, we expect it to be of relevance also in
other situations of hyperbolic graphs including with loops.
Analogies which were drawn with the configuration space
of systems of many particles call for further attention to this
mechanism in that context. It will also be interesting to better

understand the implication of the picture presented above on
the dynamics. Analysis of the Green function suggests evolu-
tion by tunneling through forbidden regions. The spread of an
initially localized approximate eigenfunction may be rather
non-uniform on scales smaller than a ‘tunneling distance’,
which in this regime is large compared to the lattice spac-
ing. On larger scales (in both distance and time) the spread
of the wave packet may become more uniform and asymptot-
ically ballistic. This appears different than the more steady
evolution which one may expect in the perturbative regime of
E € o(T) and A small [11]. The transition between the two
regimes of delocalization may be where the ‘tunneling dis-
tance’ is comparable to the lattice spacing, and it may occur
as a gradual crossover without a sharply defined spectral edge.
We wish to stress however that at this point the rigorous anal-
ysis does not yet address these questions. Finally, let us note
that the phase diagram will be different in case of a uniformly
bounded potential, such as the Anderson model, for which re-
cent numerical results are presented in [19].
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