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In order to better understand deviations from equilibrium in turbulent flows, it is meaningful to
characterize the dynamics rather than the statistics of turbulence. To this end, the Lyapunov theory
provides a useful description of turbulence through the study of the perturbation dynamics. In this
work, the Lyapunov spectrum of forced homogeneous isotropic turbulent flows is computed. Using
the Lyapunov exponents of a flow at different Reynolds numbers, the scaling of the dimension of the
chaotic attractor for a three-dimensional homogeneous isotropic flow (HIT) is obtained for the first
time through direct computation. The obtained Gram-Schmidt vectors (GSV) are analyzed. For
the range of conditions studied, it was found that the chaotic response of the flow coincides with
regions of large velocity gradients at lower Reynolds numbers and enstrophy at higher Reynolds
numbers, but does not coincide with regions of large kinetic energy. Further, the response of the
flow to perturbations is more and more localized as the Reynolds number increases. Finally, the
energy spectrum of the GSV is computed and is shown to be almost insensitive to the Lyapunov

index.

I. INTRODUCTION

The dynamical systems (DS) approach to representing
chaotic flows provides insights that are generally different
from statistical approaches [1-5]. With the emergence of
data-driven modeling, there has been a renewed focus on
the DS viewpoint of turbulence [6]. From a physics stand-
point, the statistical view provides a natural pathway to
modeling in the form of averaged equations, which itself
may take different forms [7-10]. However, such statis-
tical approaches inherently model or represent only the
average dynamics of turbulent flow [9-12]. If the devi-
ations from the average behavior are of interest, then
the DS approach might provide a better starting point
[5, 13]. In recent years, there has been growing inter-
est in the prediction of extreme events [14-17], defined
as anomalous excursions of the non-linear DS from an
expected average path. Hassanaly and Raman describe
multiple causal mechanisms for such extreme events in
the context of turbulent reacting flows [16-18]. The de-
scription of such extreme events is shown to be linked
to the structure of the phase space, in particular, the
strange attractor that defines the chaotic system [17, 19].
Characterizing such attractors is often carried out using
Lyapunov theory [20-25] but can also be computed using
other techniques [26, 27]. The focus of this work is on
the use of Lyapunov theory for a canonical turbulent flow
configuration, namely, homogeneous isotropic turbulence
(HIT).

In the Lyapunov theory, the response of the turbu-
lent flow fields to perturbations is analyzed. From the
DS perspective, the turbulent flow is represented using
a set of ordinary differential equations that are obtained
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by an appropriate discretization of the governing equa-
tions. The Lyapunov analysis provides the growth rate
of specifically-aligned perturbations to the state of the
system. The growth rate itself is expressed as the ex-
ponential of Lyapunov exponent (LE), while the corre-
sponding perturbation is termed a Lyapunov vector (LV)
(more formal definitions provided in Sec. II B). For a D-
dimensional system, D such pairs of Lyapunov exponents
and vectors can be defined. Several algorithms have been
used to extract the LEs and LVs [22, 23, 28], which may
be thought of as equivalent to eigenvalue/eigenvector
pairs of the Oseledets matrix, defined using the backward
dynamics [29, 30]. In general, the LEs are ordered from
largest and smallest, and for any chaotic system, will
possess positive and negative values. The knowledge of
these quantities can lead to a description of the process by
which instabilities occur in a turbulent flow. Using LVs,
it was found, for example, that the chaotic behavior in a
Taylor-Couette flow occurred due to a Kelvin-Helmholtz
instability [31]. Similarly, streamwise vortices were found
to be at the origin of streak regeneration in Couette tur-
bulence [32]. More recently, the importance of walls in
the generation of instabilities in Rayleigh-Bénard con-
vection was deduced from the Lyapunov analysis [33].
In the context of turbulent combustion, the Lyapunov
analysis allowed to find that the chaotic behavior of a
turbulent jet flame was mostly due to intermittent igni-
tion/extinction [34]. The Lyapunov spectrum (LS) also
carries important information about the long-time be-
havior of a dynamical system, or more specifically, the
attractor. The LE can provide an estimate of the di-
mension of the attractor [3, 35], while the LV can in-
form about its geometry (hyperbolicity for example as
in [36] and [37]). In terms of quantitative predictions,
the knowledge of the first LE (which is the largest LE)
provides an estimate of the decorrelation time. In other
words, the inverse of the LE is a time-scale that deter-
mines the time horizon of predictions with a prescribed



level of uncertainty [5, 38]. In the context of HIT, which
is the main focus here, the value of the scaling of the first
LE has been obtained in previous work [4].

The focus here is on the set of Lyapunov exponents
and vectors for HIT. While there have been many studies
on extracting the spectra for other canonical flows, such
as the Kuramoto-Sivashinsky (KS) system [39] and the
turbulent channel flow [3], the periodic turbulent flow in
HIT has not been explored. Even so, the focus of many
of these studies has been on the Lyapunov exponents.
Since the computation of each exponent requires one ad-
ditional forward run of the DS, obtaining a large number
of such exponents can quickly become computationally
intractable, depending on the complexity of the DS equa-
tions. When the DS is not high-dimensional, then the en-
tire spectrum can typically be computed [40, 41]. More
specifically, all the positive exponents of the system are
directly computed, while retaining some of the negative
exponents. Since the positive and the first few nega-
tive exponents determine the structure of the attractor,
and the most negative exponents track the dissipative be-
havior, such extensive Lyapunov computations provide
detailed information about the chaotic dynamics of the
system.

With this background, the goal of this work is to com-
pute and study the Lyapunov spectrum for HIT. Sec-
tion II treats the numerical approach used for the DS
and the computation of the LS. Section III covers the re-
sults obtained by analyzing both the LE and the LV. In
particular, the effect of different Reynolds number on the
dimension of the chaotic attractor (Sec. III B) and of the
forcing schemes on the LE (Appendix C) are discussed.
The response of the flow field to perturbation is analyzed
in Sec. IITC by examining the backward Lyapunov vec-
tors, or Gram-Schmidt vectors (GSV). Their structure,
as well as their dependence on the Reynolds number, is
investigated. The findings are summarized and discussed
in Sec. IV.

II. CONFIGURATION AND COMPUTATIONAL
APPROACH

The simulation configuration and the numerical proce-
dure for extracting the Lyapunov exponents and vectors
are briefly described below. For a full description, in-
cluding the numerical convergence details, the reader is
referred to [42].

A. Flow configuration

Forced homogeneous isotropic turbulence in the low
Mach number incompressible flow regime is simulated
in a 27-triply periodic box. A constant density of p =
1 kg.m ™2 and kinematic viscosity of v = 0.05 m?.s™! are

used throughout the paper. The governing equations of

the DS are written as

_71 Op 0 Ou;

= -2 — Lo

ot oxy, p Ox; V@xk oxy, +f (1)
5ui

= 2

=, 2)

where u; is the velocity component, f; is a forcing term
in the ¢-th direction that maintains the turbulence level,
and p is the fluid pressure. In absence of forcing, the tur-
bulent kinetic energy in the domain tends to zero due to
viscous dissipation. Therefore, the forcing term ensures
statistical stationarity, which is necessary for evaluating
the Lyapunov spectrum. The impact of the forcing term
will be studied in detail in Appendix C. For this reason,
the exact form of the forcing term is discussed later.

B. Numerical details

In a dynamical system context, the discretized gov-
erning equations (Eq. 1 and 2) are written as a set of
ordinary differential equations that takes the form

®_Fer co=0=¢ Q
where £ is a vector of all the variables, F is the dis-
cretized form of Eq. 1, and €° are the initial conditions.
The vector £ is also called a state vector as it describes
the state of the system. Here, because the pressure can
be readily obtained from the velocity using the incom-
pressibility condition, the state vector is composed of
all the variables describing only the velocity field at a
certain instant. For a fluid problem in three spatial di-
mensions, the state vector is of dimension D = 3 x N3,
where N is the number of grid points or Fourier modes in
one direction. Several resolutions are used investigated
ranging from 323 to 1282 modes/grid points, resulting in
D ~ 10° —107. The present problem is high-dimensional,
which introduces a computational hurdle in the study of
its chaotic behavior.

The Lyapunov analysis consists of studying the evo-
lution of perturbations d€ applied to the system in this
high-dimensional space. These perturbations evolve ac-
cording to the following equation:
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where J is the linearized evolution operator of the per-
turbation (the Jacobian of the dynamics). As the per-
turbations advance in time, their norm is subject to an
exponential expansion or contraction rate, which depends
on the unperturbed state vector and the direction of the
perturbation. For every state vector, the rate of varia-
tion of the perturbation norm can be decomposed into D
individual rates associated with particular initial pertur-
bation direction. In the long-time limit, it was shown by



Oseledets [20] that in an ergodic system, there exist limits
for these expansion rates, which are called the Lyapunov
exponents. The very existence of this limit is what allows
to adopt a global point of view on the dynamics of the
DS, as opposed to examining each point in phase-space.
The computation of the LE and associated LV requires
distinguishing between different perturbation directions
that expand at different rates. Here, the algorithm of
Benettin et al. [22] is used. This algorithm computes
the first m LE, where m < D, by evolving m copies of
Eq. 4. The perturbations are periodically orthogonalized
to identify directions that expand at different rates. In
the end, the set of LEs obtained is noted as:

s Am}

In the rest of the paper, A is referred to as the Lyapunov
spectrum (LS). As shown in previous work [42], the per-
turbation can initially grow due to the numerical effects
rather than due to the dynamics of the system. It is use-
ful in that case to wait for a few timesteps before record-
ing the norm of the perturbations. At best, this allows
eliminating the spurious perturbation growth. At worst,
it recovers the same perturbation growth rate. Note that
the waiting period only affects the computation of the
LE. Here, this procedure is used for all the simulations
with a waiting time of 0.2 s (10 to 150 timesteps de-
pending on the resolution) and an averaging time of the
perturbations growth of one eddy turnover time s (300
to 1300 timestep depending on the resolution). The ini-
tial size of perturbations is chosen such that they remain
small compared to the baseline flow during the growth
phase (See Appendix A). The set of LVs obtained (GSV)
from the procedure are required to be orthogonal (here
according to the Euclidean scalar product) to each other
and were shown to be independent of the initial pertur-
bation [43]. The GSVs are orthogonal by definition and
depend on the scalar product chosen. A less ambiguous
set of vectors are the covariant Lyapunov vectors (CLVs)
which do not require the definition of a scalar product.
The CLVs are defined as the vectors that evolve with
the tangent dynamics [25, 29, 30]. Nevertheless, since
the GSV converge to the backward Lyapunov vectors [43]
they describe the response of the system to perturbations
that expand or contract and thereby provide interesting
information about the DS. Since the CLV can also be
expressed as a linear combination of the GSV, studying
the GSV allows drawing conclusions about the tangent
space to the attractor. This aspect is further discussed
in Appendix E. In the rest of the paper, LV always refers
to GSV unless specified otherwise.

Instead of solving Eq. 4, the growth in perturbations is
obtained by solving a baseline simulation and perturbed
simulations, with the difference in the solution vectors at
a future time providing the perturbation at that time.
This procedure circumvents the need to compute the Ja-
cobian matrix, which may become computationally ex-
pensive, especially for large systems with complex evolu-
tion equations. Further, assembling the Oseledet matrix

A= {)\1,...

(see [29] for a precise definition) would lead to large nu-
merical errors. To obtain the m LEs/LVs, m perturbed
simulations of a baseline calculation are evolved. The
approach of Benettin [21, 22] is then used to obtain the
LEs and LVs. Previously, this numerical procedure has
been verified for a number of canonical flows using a low-
Mach number flow solver [42]. The low-Mach solver is
based on the NGA code [44], and the underlying numeri-
cal algorithms have been tested in [45, 46]. This code has
been validated over a large range of turbulent flows in the
past, including for HIT cases [47, 48]. The code solves
Eq. 1 in physical space using a staggered arrangement
of variables in space and time. Second-order space and
time discretization are used for integrating Eq. 1. The
incompressibility condition is enforced through a Pois-
son equation at the end of each timestep: the pressure is
computed such that the velocity is a divergence-free field
at the end of every timestep. Convergence results for the
computations of the Lyapunov exponents using this code
are available in Ref. [42].

In the present work, the incompressible governing
equations (Eq. 1) are solved using a Fourier spectral
transformation [49, 50], by decomposing the primitive
variables into Fourier modes:
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K

where k is the wave vector and « is the vector of the loca-
tion in physical space. The Galerkin projection of Eq. 1
is obtained for all the Fourier modes. A pseudo-spectral
method with dealiasing is used for the non-linear term
and is integrated in time using a second-order Runge-
Kutta scheme. The viscous term is integrated analyti-
cally. The timestep is chosen so as to maintain a Courant
number of 0.5 for all the simulations. The ratio of the
Kolmogorov length scale to grid size is maintained close
to unity. Due to round-off numerical errors, it was found
that there was a growth of instability in the simulations
that contaminated the Lyapunov evaluations. For this
reason, the continuity is explicitly forced using a correc-
tion procedure at each time step (See [30] for details).

As a validation of the implementation, the LS of the
same case as the one obtained in [42] which used a spatial
discretization is computed this time with the spectral
code. A linear forcing [51, 52] with a coefficient A = 0.1
is used and Eq. 1 takes the form
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In order to verify the spectral code, four different sim-
ulations are run: a) 323 and 64 simulations with the
low-Mach number solver (same as the one presented in
Ref. [42], b) 323 and 64% Fourier mode simulations with
the spectral solver. Figure 1 (top) shows a snapshot
of the vorticity magnitude, demonstrating the presence
of well-defined vortical structures in the relatively low
Reynolds number flow. For all 323 calculations, 100 LEs
were computed, while 50 LEs were computed for the 643



spectral simulation. The Lyapunov spectra from all of
these calculations are shown in Fig. 1 (bottom). The
good agreement between all four cases indicates that the
dynamics of the flow were sufficiently resolved to cap-
ture the spectrum. It also shows that both the low-Mach
spatial solver and the spectral solver capture similar dy-
namics of the flow field.
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FIG. 1. Top: contour of vorticity magnitude for the case

solved with the spectral code using 32% Fourier modes. Bot-
tom: first 100 LE obtained with: the spectral code with 323
Fourier modes (M) and 64° Fourier modes (A); the physical
space code with 32% grid points (H) and 64> grid points (A,
first 50 exponents only).

III. RESULTS

In this section, the LEs are used to directly estimate
the dimension of the attractor of the flow field. Using
different Reynolds numbers, an estimate of the scaling of
the attractor dimension is also obtained. The structure
of the LVs is also described; their localization in physical
space is characterized as well as their correlation with
classical turbulent flow quantities.

A. LE spectrum

One of the main uses of the Lyapunov study is the de-
termination of the dimension of the attractor. For this
purpose, a set of Lyapunov exponents needs to be com-
puted. In order to obtain an accurate estimate, it is nec-
essary to determine at least all of the positive exponents
and some of the negative components. In prior studies
[3], a partial set of positive exponents has been used to
extract a polynomial fit, from which the entire spectrum
was determined. Here, the negative components are di-
rectly evaluated in order to increase the accuracy of the
results. The main disadvantage of this procedure is then
that the range of Reynolds numbers that could be studied
is vastly limited since the number of positive exponents
is known to increase with the Reynolds number exponen-
tially [2].

As a starting point, the structure of the exponent spec-
trum can be examined from the validation case investi-
gated in Sec. IIB. Figure 1 shows the spectrum of the
first 100 exponents. The structure of this plot is similar
to that for other systems, such as turbulent channel flow
[3]. Overall, a finite set of positive exponents is observed,
followed by a long tail of negative exponents. The mag-
nitude is inversely related to the index, with near-linear
scaling, as opposed to the K-S system, where negative
exponents were found to scale as the fourth power of the
Lyapunov index [39]. This difference is likely due to the
stronger dissipation term (fourth derivative) in the K-S
system as opposed to the second-order viscous term in
the Navier-Stokes equations. Further, the near-zero LEs
show a knee-like structure, where the values do not fol-
low the linear trend observed for the lower and higher
LE indices. This structure has also been observed in
Kolmogorov flow [37] and Hamiltonian description of the
motion of a collection of two-dimensional discs [53].

B. Scaling of the dimension of the attractor

The scaling of the dimension of the attractor of tur-
bulent flows with the Reynolds number has important
implications, in particular, to decide the resolution re-
quired to capture the dynamics of the flow field [54-56].
To estimate this scaling relation, a series of calculations
with varying Reynolds numbers is conducted. Through
the Kaplan-Yorke (KY) conjecture [35], the geometric
dimension of the system’s attractor can be related to its
LEs. The KY dimension is expressed as

K3
Diy =i+ 21 ,
[Aig|
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where \; denotes the j** LE, and i is the last index such
that Zzl A; > 0. The dimension of the attractor of the
system can inform about the complexity of the dynam-
ics considered as well as serve as an indicator that deter-
mines the minimal number of degrees of freedom required



TABLE I. Turbulent statistics of the simulations conducted
with various Re) using the linear forcing scheme. Re) denotes
the Reynolds number based on the Taylor microscale; € is the
energy dissipation rate; l;n: is integral length scale based on
the turbulent kinetic energy and the energy dissipation rate;
k is the turbulent kinetic energy; N is the number of modes
in one direction. m is the number of LE computed; A is the
linear forcing coefficient; Dgy is the computed Kaplan-Yorke
dimension; T'/7 is the total simulation time divided by the
eddy turnover time.

Case 1 2 3 4
Rex 15.55 21.26 25.57 37.67
€ [m?/s%] 0.07 0.26 0.68 8.8
lint [m] 0.47 0.53 0.55 0.52
k [m?/s?] 0.35 0.93 1.8 9.7
N 32 64 64 128
m 99 199 299 49
A 0.137 0.215 0.3 0.75
Dky 57.67 128.67 232.54 1430.7
T/r 743 589 546 206
v 0.05 0.05 0.05 0.05
KmazT] 1.1 1.5 1.2 1.3

to capture all the dynamics on the attractor [56]. All
calculations use the linear forcing techniques discussed
in Sec. ITB. The statistics of these cases are provided in
Tab. I.

The LE computed for each one of these cases are shown
in Fig. 2. For cases 1-3, a sufficient number of exponents
are obtained to estimate the dimension from the above
relation directly. In practice, the exponents are obtained
from long-time averages. Therefore, these values are sub-
ject to statistical errors, which may be estimated from the
time-series of the exponents. The approach used here is
based on the technique proposed in [57] for turbulence
statistics. For the average turbulence quantities (Rey,
Kolmogorov length scale ), uncertainty estimates are
obtained following the same procedure. Here, the simu-
lations are run for several hundred eddy turnover times
in order to minimize the statistical uncertainty. The sim-
ulation parameters are shown in Tab. I. The resulting LE
and corresponding statistical error are shown in Fig. 2.
An uncertainty estimate for the attractor dimension of
Case 1, 2 and 3 can then be derived by computing Dgy
using the mean LE shifted by one standard deviation up
or down. For Case 4, the number of computed exponents
is not sufficient to estimate the dimension of the attractor
(the first 49 exponents are all positive). Since it is com-
putationally expensive to obtain more exponents, Dgy
must be estimated using an extrapolation method for the
LE. For this purpose, it is recognized that the shape of
the Lyapunov spectrum is similar in all the cases consid-
ered and can be approximated as a power-law function of
the Lyapunov index [34]. Since the extrapolation proce-
dure can now affect the Dy, it is necessary to estimate
the uncertainty that it generates for the estimation of the
attractor dimension. Note that the functional form of the

spectrum can reasonably be assumed to be the same, but
cannot be expected to use the same exponential decay
rate as can be seen in Fig. 2. The uncertainty quantifi-
cation procedure is explained in detail in Appendix D.
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FIG. 2. LE rescaled by the first LE computed for Case 1
(—), Case 2 (—), Case 3 (—), Case 4 (—). The shaded areas
denote the statistical errors. Inset: Magnified region near the
first exponents for Cases 3 and 4.

Prior estimates [58] show that the attractor dimension
scales as (%)3, where L denotes the length of the do-
main in one direction, and 7 is the Kolmogorov length
scale. Other refinements of the estimate have been
mathematically derived [2, 59], but involve the scaling
with the upper bound rather than average turbulent flow
quantities. Here, the scaling of the dimension with the
length scale ratio is shown in Fig. 3. It is seen that
Dyy = (L/n)?8%0-09 which is close to the theoretical
estimate. The procedure to obtain the uncertainty esti-
mate is described in Appendix D. The fact that the theo-
retical scaling is based on fully developed high Reynolds
number turbulence, where the underlying assumptions
regarding the separation of scales are valid, indicates that
the attractor properties are only weakly dependent on
these assumptions.

C. The response of the flow to perturbations

So far, the discussion has centered on the Lyapunov
exponents. In order to assess the correlation between
the flow field and the Lyapunov perturbations, the Lya-
punov vectors have to be studied. Each LV is a three-
dimensional flow field made of three variables (one for
each velocity component) at every grid point. To iden-
tify where perturbations grow the most, the energy of the
LV 552 can be computed as the sum of squares of the ve-
locity components that compose the normalized LV and
rescaled by a factor 1/N?3, where N2 is the total number
of grid points. In Fig. 4, the first, 27th and the 100th LV
obtained for Case 1 are plotted alongside the turbulent
kinetic energy of the flow field k, its helicity density H,
its enstrophy (, and the strain rate magnitude S. Noting
x the physical space location, u the velocity field, the
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FIG. 3. Kaplan Yorke dimension obtained from Case 1, 2, 3
and 4 (variable Rey and linear forcing scheme) plotted against
the ratio %, along with a (£)%*#® slope (--). The error bars
denote uncertainty estimate for both the x and y-axis due to

statistical convergence and extrapolation uncertainty.

turbulent kinetic energy is defined as k(z) = ju - u, en-
strophy is defined as ((x) = (V xu)-(V xu), the helicity
density is defined as H(x) = (V X u) - u, and the strain
rate S is defined as the Frobenius norm of the strain rate
tensor %(g;‘; + g%j). From these plots, it is seen that the
LVs themselves are disorganized fields, containing struc-
tures similar to the original velocity field. A detailed sta-
tistical analysis of the correlation between the LVs and
the flow field quantities considered is performed and dis-
cussed below. To understand the correlation between the
flow and the LVs, statistical analysis is performed and is

discussed below.

1. Localization of chaotic response

It has been reported [36, 60] in different chaotic sys-
tems that only a small part of the physical space was re-
sponsible for most of the perturbation growth in chaotic
systems. This property is called the localization. In the
case of hard-disc systems, it has been found that the num-
ber of particles that contribute to perturbation growth
decreased as the total number of particles in the system
increases [60]. This finding led to speculations about the
convergence of the LS in the thermodynamic limit (with
a large number of particles). In fluid systems, it has also
been found that the most chaotic LV could be highly
localized in physical space and that the least chaotic LV
could be more spatially distributed [61]. Here, chaotic LV
refers to the vector associated with a positive LE. The
most chaotic LV is the first LV, and the least chaotic LV
is the last LV computed. As a side note, the localization
has been mostly investigated with GSV but has also been
recently examined using CLV [62], where it was observed
that while the spatial distribution of the least chaotic LV
was less pronounced for the CLV than the GSV, these
were still more distributed than the most chaotic CLV.
In this section, the localization of the LV is the main fo-

cus. Here, the variation of the localization with respect
to the turbulence level, the Lyapunov index and other
macroscopic properties such as local kinetic energy are
investigated.

The first mathematical definition of the LV localization
is inspired by Ref. [60]. Here, the parameter Cy is defined
by counting the number of vectors entries of 8¢? that
contribute to a certain fraction 6 of its total Ly—norm.
More formally, let 6T'? be defined as 6¢2 with entries
sorted in descending order. Then Cy = j, where j is
such that 337_, 0T? > 0|6¢|* and Y27, 6T? < 0 ||6¢]|”.
In Fig. 5 (top), the localization of the most chaotic LV
is shown as a function of Rey for different thresholds
f. It appears that the fraction of the domain that con-
tributes to the perturbation growth gets smaller and
smaller as the level of turbulence increases. This result
suggests that tracking the evolution of perturbations over
time using measurement techniques to anticipate their
chaotic build-up would get more and more difficult as
the Reynolds number increases. In turn, if one wants
to exploit the chaoticity of the flow field for flow control
purposes, the localized response of the flow field could
facilitate targeted control for high-Re flows. At the mo-
ment, while it is unclear whether this trend would con-
tinue for higher levels of turbulence, it can be reasonably
expected to follow the rate at which Kolmogorov scales
decreases with increasing Re.

FIG. 4. Contours of Case 1 taken at the same instant. Top:
instantaneous contour of turbulent kinetic energy k, enstro-
phy ¢, strain rate S and helicity density H (from left to right).
Bottom: contour of §¢2 for the most chaotic first LV, the 27th
LV corresponding to near-zero LE, the 63rd LV, and the 100th
LV (from left to right).



The variation of the localization as a function of the
LE index is then examined. To do so, the entropy-like
metric of localization introduced in Ref. [63] is used. This
metric %, called the localization width, where N3 is the
number of entries in 6¢ and is defined as W = exp(S),
where S = —<Z;\:1 5§J2» log 55?), and 6{? is the j-th entry
of 652 normalized by the La-norm of 552. This metric is
advantageous since it can be easily computed as it does
not require sorting the entries of 6¢%, and it does not
depend on the value of a particular threshold. However,
this metric is bounded between % and 1, and its value
depends on the total number of vector entries (number of
grid points): the same value of % for cases discretized
with different number of modes can mean that a field is
localized in one case and distributed in the other. As
opposed to Cy, this metric is not suited for comparing
fields discretized with a different number of grid points
which explains why it was not used to compare different
Re), simulated with different numbers of Fourier modes.
Fig. 5 (right) shows the localization width obtained for
Cases 1, 2, 3 and 4. Here, the statistical uncertainty of
the quantity is not indicated for clarity. Similar to pre-
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FIG. 5. Physical space localization of the LV. Top: time av-
erage localization Cy obtained from Case 1, 2, 3 and 4 with
different threshold # = 0.98 (A), # = 0.88 (W), 6 = 0.78 (V),
0 = 0.68 (@). The vertical error bars denote the RMS fluctua-
tions around the mean (as opposed to statistical uncertainty).
The horizontal error bars denote statistical uncertainty in the
average value of Rey. Bottom: localization width plotted
against the LE index obtained from Case 1 (—), 2 (--), 3
(--) and 4 (+).

vious results mentioned at the beginning of this section,
the LVs are increasingly distributed in physical space as
the LE index increases, although the range of variation
is narrower than in other systems [63].

The metrics used above characterize the level of lo-
calization of the perturbations but do not indicate the
location where perturbations grow the most. To answer
this question, the conditional averages of ¢2 with turbu-
lent flow quantities are examined. Below, only the results
from the linear forcing technique based simulations are
used, since the results were found consistent across dif-
ferent forcing schemes (See Supplementary Material [64]
for the results with other forcing schemes).

First, the conditional average of 6¢ conditioned on the
helicity density H is examined (Fig. 6) for Case 1. Note
that only the points with relative statistical uncertainty
lower than 1% are plotted here. It is seen that large
values of 6¢% are correlated with large absolute values
of helicity density for the most chaotic LV only. This
suggests that perturbations grow where helicity density
is the largest. In turn, large values of the dissipative LV
appear uncorrelated with helicity density. Figure 6 also
shows the conditional root mean square (RMS) of &2,
This data shows that at high helicity density values, the
variation in the LV energy is also high. This suggests
that although high helicity density regions are associated
with increased perturbation growth, this feature is not
persistent and there are times when the growth is small.
In fact, the range of variation exceeds the conditional
average.

The local helicity density can be intuitively understood
as containing a contribution stemming from the local ki-
netic energy and from the local enstrophy. It is then
natural to investigate the conditional averages with both
fields to identify the importance of each component on
the localization of the LV. Figure 7 (left) shows the condi-
tional averages of 6¢2 with k. As opposed to the findings
obtained with helicity density, the first GSV (which is
the first CLV) suggests that perturbations grow where
the local kinetic energy is low. In turn, the conditional
averages with enstrophy (right) are similar to the ones
observed with helicity density with slightly higher con-
ditional averages. The conditional average with respect
to strain rate is shown in Fig. 7. It can be seen that
conditioning on strain rate produces higher averages as
compared to conditioning on helicity but lower values
compared to enstrophy. While enstrophy can be consid-
ered to be a better marker for isolating the most chaotic
locations in the domain than strain rate and helicity, the
fact that the conditional averages with enstrophy, strain
rate and helicity are close suggests that perturbations
expand mostly in regions of large velocity gradients.

Figure 8 shows that, at higher Reynolds numbers,
(6€°|C) exceeds (6€°|H) and (6€7|S) by a larger amount
compared to the same averages at lower Reynolds num-
ber. In other words, enstrophy becomes a better marker
with increase in Reynolds number. Only the results of
Case 3 are shown for the sake of brevity (See Supplemen-



tary Material [64] for the data from Cases 2 and 4 and
the comparison with averages conditioned on helicity).

The average values of 6¢2 for the first LE index, condi-
tioned on enstrophy can also be compared across different
Reynolds numbers to investigate its effect on the find-
ings listed above. Here, a normalized enstrophy (,, = (7’3
is constructed, where 7, is the Kolmogorov time scale.
Note that microscale scaling is adopted given than ( is
a gradient-based quantity. Figure 9 shows the obtained
conditional average results, along with the statistical un-
certainties. The trends noted in Fig. 7 hold across the
Reynolds number considered. Overall, the large values
of ¢, are a better marker for the chaotic response of the
flow to perturbations as the Reynolds number increases.

To further characterize the spatial structure of the per-
turbation growth, statistical correlations between differ-
ent variables are used. The correlation of two fields ¢
and v is defined as

I ) MUY )
Y= (@M T — W

where the norm considered is the Lo-norm and (-) de-
notes a spatial average. Figure 10 shows the field corre-
lation of 0¢? with enstrophy, helicity density, turbulent
kinetic energy and strain rate. In line with the findings of
Sec. IITC1, the LV appears slightly anticorrelated with
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FIG. 6. Top: conditional average of 6£2 conditioned on helic-
ity density values H, for each LV. Bottom: conditional RMS
of 6&€2 conditioned on helicity density values H, for each LV,
rescaled by the conditional average of 6&2.

the turbulent kinetic energy, where low values of kinetic
energy provide high localized energy. Since helicity den-
sity is symmetric about the zero value, the correlation
with 6€% is close to zero. Only enstrophy and strain rate
show significant correlation with the chaotic LVs. For
Case 1, strain rate appears to be the turbulent quantity
that describes best the structures of 6¢2. However, at
higher Reynolds numbers, the chaotic LVs become more
correlated with enstrophy. This result is illustrated in
Appendix B and echos the previous observation obtained
with conditional averages.

The two-point correlation for the flow field and the LVs
are shown in Fig. 11. Here, the spatial correlation of &

0 20 40 60 80 100
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0.018

0.016

0.014

0 20 40 60 80 100
LE index

FIG. 7. Top: conditional average of §¢2 conditioned on turbu-
lent kinetic energy values k, for each LV. Middle: conditional
average of §¢2 conditioned on enstrophy values ¢, for each LV.
Bottom: conditional average of §¢2 conditioned on strain rate
values S, for each LV. Results correspond to Case 1.



in the z direction is given by

(&i(x)g;(x + (r,0,0)))
le|®

and is defined similarly for the underlying flow field. As
expected, the integral length scale of the LV is smaller
than that of the underlying flow field. However, there
is slight reduction of integral length scale as a function
of LE index, seen from the more rapid decorrelation for
higher LE indices.

The two-point correlation may be expressed in the
spectral domain as the energy spectrum, which is shown
in Fig. 12. It is seen that there is a significant differ-
ence in the structure of the LV and the flow field spectra,
with more energy at small scales observed for the Lya-
punov fields. Further, the peak of the spectrum is located
at larger wavenumbers, which is consistent with the two-
point correlation (Fig 11). It is noted that this result dif-
fers from previous findings for the Kuramoto-Sivashinsky
Equation (KSE) [39, 42] in several aspects. For the KSE,
the spectra of the chaotic and dissipative LV were found
to differ significantly. Further, the spectrum of dissipa-
tive LV was found to be localized in Fourier space. Other
work with the Rayleigh-Bénard convection showed that
the energy spectra of the CLV were not independent of
the Lyapunov indices [36]. Given the present result, it
can be expected that the first few CLV also have a non-

pij(r) = ; (®)

0.045
0.04
0.035
0.03
0.025

0.02

0.015

0.01

0 50 100 150 200 250 300
LE index

FIG. 8. Top: conditional average of 6¢* conditioned on en-
strophy values (, for each LV. Bottom: conditional average of
6&? conditioned on strain rate values S, for each LV. Results
correspond to Case 3.

localized energy spectrum. This analysis is presented in
Appendix E.

IV. SUMMARY AND CONCLUSIONS

The present work computed for the first time, for a
three-dimensional homogeneous isotropic flow, all the
positive LE and LV of forced HIT flows for a set of
Re), while inferring the negative values for the highest
Reynolds number case. The analysis of the LV revealed
that the fraction of the spatial volume where the pertur-
bations grow decrease with an increase in Rey. It was
found that there exists a strong correlation between the
chaotic parts of the domain and the velocity gradients
at low Reynolds number. At higher Reynolds numbers,
enstrophy becomes a good marker of chaoticity. It was
found that the dimension of the attractor scales as (%)2'8
where L is the domain size and 7 is the Kolmogorov
length scale, which is close to other estimates predicted
by prior theoretical work. However, the actual dimen-
sion is much smaller than the full dimension of the phase-
space, indicating that reduced-order models that capture
the dynamics of the flow field, could be developed.

The results also indicate that the evolution of per-
turbations in a Navier-Stokes based flow is considerably
different than in other canonical systems, such as those
studied using the KS equations. In particular, the Lya-
punov vectors did not show significant localization in
Fourier space with an increase in the index. This dif-
ference is likely due to the very strong diffusion term in
the KS equation (fourth-order derivative) as opposed to
the second-order viscous dissipation in fluid flow. This
is also supported by the fact that the different forcing
schemes used to sustain turbulence were found to only
mildly affect the results obtained about the LV (See Sup-
plementary Material [64] for the results with other forcing
schemes).

This work provided a comprehensive description of the
properties of the Lyapunov spectrum that can be ex-

0.07

0 5 10 15 20
G
FIG. 9. Conditional average of §¢2 at different rescaled en-

strophy ¢, for Case 1 (O), Case 2 (A), Case 3 (V), Case 4
(+). Error bars show the statistical uncertainty.



TABLE II. Perturbation magnitude per cell for Case 1,2,3,4.
The perturbation is assumed to be evenly distributed across
10% of the domain; usyrp is the turbulent velocity.

Case 1 2 3 4

ko x 1072 [m?/s?] | 1.87  0.233 0.233  0.0292
KT x 10" [m?/s%]] 4.99  0.897  1.23  0.566
k [m?/s7] 0.35 093 1.8 9.7

pected in three dimensional turbulence. These properties
could be used to design or select models able to better
capture the flow dynamics rather than spatial or tempo-
ral statistics. Ultimately, the Lyapunov exponents and
vectors could be used to guide better the design of mod-
els that would be more responsive to perturbations and
capture extreme and rare events. These extensions are
being considered currently [18].

Appendix A: Size of perturbations

The Lyapunov analysis is valid only for small pertur-
bations to the flow. Past this regime, a saturation of
perturbations can be observed [65]. It is therefore neces-
sary to ensure that the size of the perturbations remains
small, even after they have exponentially grown. Table I1
provides the average magnitude of velocity perturbation
per cell in the domain when the perturbations are initial-
ized and after they have grown at the rate of the largest
LE. The perturbations are quantified in terms of average
kinetic energy per cell (respectively k727 and k:géff ") and
should be compared to the kinetic energy of the baseline
flow. These values are obtained by assuming that the
perturbation is uniformly distributed across the cells in
the domain. As can be seen, the perturbations are small
compared to the baseline flow.

p..s¢2

0 20 10 60 80 100
LE index
FIG. 10. Field correlation of 6¢% and ¢ (--), 6&€2 and H

(), ¢? and k (—), 5¢2 and S (--). The curves are plotted
alongside the index where the LS crosses zero (- -).
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Appendix B: Spatial correlations at higher Reynolds
numbers

Here, the effect of Reynolds number on correlations
between the LVs and different flow field quantities are
presented. In Fig. 13, it can be seen that the strain rate
becomes less correlated with the most chaotic LVs as the
Reynolds number increases. On the other hand, at high
Reynolds numbers, enstrophy describes better the spatial
structure of the 8¢2. The computed statistical uncer-
tainty suggests that this result is statistically significant.

Appendix C: Effect of forcing scheme

In the case of forced HIT, despite the ability to run
detailed simulations (resolve the smallest length scales),
the turbulence needs to be sustained using an external
volumetric force that compensates the dissipation. The
functional form of this forcing term is a modeling choice
that can have an impact on the turbulent flow field. Mul-
tiple forcing schemes have been proposed over the past
decades with various objectives [47, 48, 66—68]; more re-
cent techniques have focused on minimizing the time to
statistical stationarity [47]. As a result, the forcing func-

P33
a
7

0 20 40 60 80 100
LE index

FIG. 11. Top: spatial correlation pss(r) of the LV (solid lines)

and of the underlying flow-field (--). The lighter the solid

line, the higher the Lyapunov index.

Bottom: spatial correlation p33(r) of the LV plotted against
the LE index and the distance. Both plots are generated
with the data of Case 1. L denotes the box length (2).



tions might, on purpose, alter the dynamics of the flow.
Since the goal here is to study such dynamical aspects, it
is necessary to understand the role of the forcing method
on the results.

Four different forcing schemes are considered. All of
the cases are run using the spectral method described
in Sec. II and with 323 modes. The following forcing
methods are used :

e Case 1 uses a linear forcing technique for all the
wavenumbers, similar to [52] and [51] with a linear
forcing coefficient of A = 0.137.

e Case 5 uses a linear forcing technique for only
the lowest wavenumbers, similar to [69]. The lin-
ear forcing coefficient applied is A = 0.14 for all
wavenumbers with |k|< 3.

e Case 6 uses a stochastic forcing technique [67]. The
forcing functional form is based on an Ornstein-
Uhlenbeck process. The parameters used are T, =
092, Ky = 2/2 and €* = 0.0015. More precisely,
the forcing term has the form

Flrnt+ At = (1 - %t)f(n,t) + (k) 2§t

for |k|< Ky, where n(k) is a complex number
drawn from a standard normal distribution.

Since the forcing term is not solely dependent on
the position of the system in phase-space, but also
depends on the random number drawn, the Lya-
punov calculation is conducted by communicating,
at every timestep, the same forcing term to all the
forward realizations. In other terms, the same value
for the forcing is used for the computation of each
LE. The LEs are computed by using the “same
noise realization” technique in the sense of “noise
on the particle” (See [70] for a detailed discussion).

10°

1078 L !
10° 10 10?

FIG. 12. Time-averaged energy spectrum of the computed
LV for Case 1 (solid lines). Time-averaged energy spectrum
of the underlying flow field (--). The lighter the solid line,
the higher the Lyapunov index.
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TABLE III. Turbulent statistics of the simulations conducted
with various forcing schemes.

Case 1 5 6 7
Re 15.55 16.09 15.79 15.55
€ [m?/s%] 0.07 0.069 0.1802 0.07
lint [m] 0.47 0.488 0.37 0.47
k [m?/s7] 0.35 0.37 0.58 0.35
T/t 743 735 1237 744

e Case 7 is not a realistic forcing method but rather
a numerical experiment used to compare Case 1,
5 and 6 in a fair manner. It consists of using a
classical linear forcing technique with linear forc-
ing coefficient A = 0.137 for the unperturbed sim-
ulation (similar to Case 1) and communicating the
same forcing to all the other perturbed simulations.
This procedure is similar to the one used for Case
6.

The Reynolds number and statistics of all the cases are
provided in Tab. III, where Re, is the averaged Reynolds
number based on the Taylor microscales, € is averaged the
turbulent dissipation rate, k£ is the averaged turbulent
kinetic energy (k) and l;,: is the integral length scale.
As can be seen, the statistics of the cases are similar for
all forcing techniques except Case 6, which shows higher
kinetic energy.

The first 100 Lyapunov exponents of all the forcing
schemes for HIT are shown in Fig. 14. Case 1 and 5
share similar values of the LE, implying similar chaotic
behavior of the flow field. However, Case 6 shows signifi-
cantly lower LE despite turbulent statistics that suggest
a higher turbulence intensity. This feature can be under-
stood by considering the last case. Cases 1 and 7 lead to
the same statistics as they use the same forcing for the
unperturbed simulation, but again, the LEs of Case 7 are

Correlation
Correlation

“o 20 40 60 80 100 0 50 100 150 200
LE index

Correlation
Correlation

100 200 300 0 10 20 30 40 50
LE index LE index

FIG. 13. Field correlation of 6¢2 and ¢ (---), 6¢% and S
(©-). The curves are plotted alongside the index where the
LS crosses zero (--). The shaded areas indicate the statisti-
cal errors. Top left: Case 1. Top right: Case 2. Bottom left:
Case 3. Bottom right: Case 4.



significantly lower than Case 1. The level of chaoticity is
therefore significantly reduced when all the realizations
are forced in the same manner, which explains the results
found in Case 6. This example shows that the Reynolds
number alone is not enough to characterize the dynam-
ics of a turbulent flow field and that the level of chaotic-
ity is strongly dependent on the functional form of the
forcing, and the dependence of the forcing on the per-
turbation. In the present case, it appears that a forcing
insensitive to perturbations annihilate chaos in the flow
field. More broadly, this study illustrates the potential of
the Lyapunov analysis in comparing different models by
assessing their effect on the dynamics of the flow field.

0.2 : ; ; ;

0 20 40 60 80 100
LE index

FIG. 14. First 100 LE for the linear forcing technique (Case
1, O), the linear forcing applied to the large scales only (Case
5, A), the stochastic forcing technique (Case 6, +), the lin-
ear forcing techniques with the same force across simulations

(Case 7, V).

Appendix D: Uncertainty estimation of attractor
dimension and scaling

Since the negative LEs are not available for the high-
est Reynolds number case (Case 4), the dimension needs
to be estimated based on certain assumptions. From
Fig. 2, it can be reasonably inferred that the shape of
the spectrum is similar across different Reynolds num-
ber. Further, it is approximated using a power-law form
as a(i — 1) + Ay, where 7 is the LE index. The value of
a is chosen such that the fit passes through a certain ;.
For the finest resolution, 7 is chosen to be 49, which is the
largest index available. For the other cases, 7 is chosen
such that A;/A; is the same as for the highest Rey. As
a result, the fit is parameterized using only one variable:
a.
In Fig. 15, the parameter « is plotted for the three
lowest Re) cases. Based on this result, « is extrapo-
lated linearly with respect to the Rey. For this pur-
pose, the slope is estimated using any two combinations
of the three available points, and the extrapolation is
done starting from any of the three available points. Nine
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possible values for « are obtained. All of these values are
used to fit the first 49 LE of largest Rey case. Finally,
the average of all these possible dimensions is taken to be
the best dimension estimate. The uncertainty estimate is
obtained from the maximal and the minimal dimensions
obtained using all the possible «.

0.85

0.84} .
0.83 + .
3

0.82} .

0.81} .

0.8 I I I I I
14 16 18 20 22 24 26
ReA

FIG. 15. Value of a obtained from the fit applied to the LE
computed with Case 1, 2 and 3.

At this stage, an estimate of the attractor dimension
for Cases 1, 2, 3 and 4 along with an uncertainty estimate
has been obtained. In addition, an uncertainty estimate
for the mean turbulent quantities (here, the Kolmogorov
length scale 1) can be obtained using the method outlined
in Ref. [57]. Given these dimension estimates for the four
Reynolds numbers, the goal is to determine the scaling
of the dimension as a function of %, where L = 2. In

other terms, one wants to fit a curve of the form az®

through the data points, get an estimate as well as an
uncertainty estimate for b. To do so, an approach sim-
ilar to the one used in Appendix D is used. Different
possible scalings are generated and are used to obtain an
uncertainty estimate.

Schematically, the points that are used to compute the
scaling are arranged in a manner illustrated by Fig. 16.
The x-axis represents the % and the y-axis represent the
estimated dimension. For each Cases 1-4, an uncertainty
estimate for both axes is available. In Fig. 16, the data
of only two cases (for simplification) through which a fit
goes are schematically shown. Given the estimates, many
different fits are possible. For each Case, one can consider
that one fit intersect any of the five points indicated in
Fig. 16 (represented by the dashed lines), which implies
that there are then 5% possible fits for the data.

All of these fits are generated here, resulting in 5% pos-
sible values for b. At each data point, if a fit uses any
point different than the point 5 shown in Fig. 16, it is

attributed a lower weight equal to the ratio e;:, . The

lowest possible weight for a fit is then 66;02 ~ 0.135. The
estimate for b and for its uncertainty estimate are ob-
tained as a weighted average of the b and b? values gen-
erated by each fit. In the end, this procedure leads to the
scaling b = 2.8 £+ 0.095.




The same procedure can be used for the three low-
est Reynolds numbers in order to remove the possible
influence of extrapolation errors. In that case, b =
2.35 + 0.055. The discrepancy between both values of b
could indicate that the dimension scales differently with
L/n at different Reynolds numbers. This property was
also observed for two-dimensional turbulence [27].

Appendix E: Consequences of the energy spectrum
of the GSV on the energy spectrum of the CLV

From Fig. 12, the energy spectra of the GSVs do not
change much based on the index. This feature is used to
relate the energy spectra of the GSV to that of the CLV.
In particular, it is shown that the first few CLV cannot
be localized in Fourier space. Let ¢; be the i-th CLV and
g; be the i-th GSV, then the CLV can be expressed as
[29]:

Yo, (@) =Y a0:(@) (E1)

where x denotes the physical space location and a;; €
R. For ease of notation, the physical space location x is
dropped from the notation. Since ¢; are normalized,

D al; =1 (E2)

i=1

Equation. E1 can be rewritten using the Galerkin pro-
jection onto the Fourier modes as

VK, ¢;(k) = Z aig;(K), (E3)

where k is a three dimensional wavenumber, aﬁj(n) and
g:(k) € C3? are the Fourier amplitudes of the mode .

FIG. 16. Schematic of the uncertainty estimation method for
the attractor dimension scaling. For each case, 5 points are
considered using the uncertainty estimate of the dimension.
The horizontal error bar represents the statistical error for
the value of the average £, the vertical error bar contains
the statistical uncertainty and the extrapolation uncertainty
used to compute the dimension. The dashed lines represent
examples of the fits considered.
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Let Ky € R. The goal is to find a relation between the
energy at the wavenumber K for the j-th CLV, which is
defined as

o~ o~

Eg,(Ko)= Y ¢;(r)" - ¢;(r), (E4)
‘“\:Ko

where -* denotes the complex conjugate. Using Eq. E3,

j
Eg, (Ko) = Za?’ngi (Ko)+

S ajar@k) - Gi(k) +Gi(K)" - Gi(k)).

K k<)
||=Ko k£l

(E5)

Due the fact that the energy spectra of the GSV are
relatively independent of the index, Eq. E2 can be used
to write

Eg (Ko) = Egsv(Ko) + 2 Z ai,ja1,j Ecorr ki (Ko),
kJl, k1
(E6)
where Egsyv(Kp) is the energy of the GSV for
Fourier modes of amplitude Ky, and Eeorrr(Ko) =
S e 00 - Gy() + Gy(K)" - Ge()

The second term of the right-hand side of Eq. E6 is
what distinguishes the energy spectrum of the GSV from
the spectrum of the CLV. Note that this term is real but
not necessarily positive. This term can be estimated from
the database generated in the present study. In Fig. 17,

the ratio % is plotted against & for all combina-

tions of GSVs from 1 through 19 indices. For all of these
combinations, the ratio can be reasonably estimated to
be equal to 0.5 for all the wavenumber amplitudes.
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FIG. 17. Ratio Zeorrki(F)l plotted for Case 1 and the first
Egsy (K)

19 pairs of LV, plotted against the wavenumber amplitude.

Further, to bound the CLV spectrum, bounds on the
product of coefficients aj ja;; are needed. To do so, it
can be recognized that the possible a, ; are the points
located on the j-sphere (hypersphere of dimension j) of
radius 1 which leads to



p—1 qg—1
VP, q, |ap jaq.i|= |cosypcosy, H SNk H sinyl, (ET)
k=1 =1

where 7; € [0,7] if ¢ < j —2 and ;-1 € [0,27]. By
recognizing that |a, jag ;| either contains a product of
the form |cosy,siny,| or |cosvy,siny,|,

Vp,qa |ap,jaq,j|§ 0.5 (ES)

Using the triangle inequality, one can then obtain
bounds for the energy spectrum of ¢;:

max(EGSV(KO) - ;(;) EGSV(KO)a 0) /S

Eg (Ko) S
J

2

1
Egsv(Ko) + 3 (

)EGSV(KO). (E9)

Note that the bounds increase in range as the index of
the CLV increases. As a result, these bounds are useful
only for the first few CLVs. For example, the bounds
for the second CLV can be obtained as 0.5FEgsy (Kp) <
Eg,(Ko) < 1.5Egsy(Kp). These bounds are shown in
Fig. 18, and follow the shape of the GSV spectrum. As
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a result, the first few CLV are not localized in Fourier
space.
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FIG. 18. Estimated bounds for the energy spectrum of the
second CLV.
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