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#### Abstract

Several results on sedimenting equal spheres obtained by resolved simulations with the Physalis method are presented. The volume fraction ranges from $8.7 \%$ to $34.9 \%$ and the particle Galilei number from 49.7 to 99.4. The results shown concern particle collisions, diffusivities, mean free path, particle pair distribution function and other features. It is found that many qualitative trends found in earlier studies continue to hold in the parameter range investigated here as well. The analysis of collisions reveals that particles interact prevalently via their flow fields rather than by direct contacts. A tendency toward particle clustering is demonstrated. The time evolution of the shape and size of particle tetrads is examined.
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## I. INTRODUCTION

The importance of fluids with suspended settling particles in natural and engineering systems such as sedimentation, fluidized beds, sediment transport and many others has motivated numerous experimental, theoretical and computational studies. Theoretical progress is hampered by the inherent great complexity of the phenomenon, especially when effects due to a finite particle Reynolds number become significant. In this situation, particle-resolved numerical simulations and a detailed analysis of the results thereby obtained offer hope to gain the insight necessary for progress in the modeling of such systems.

Table I summarizes the parameter range covered by several experimental and numerical studies of sedimenting particles (labels E and N, respectively). The earlier papers focused on the Stokes regime. The advent of new numerical methods and more powerful computers has opened the way to the study of Reynolds number effects. By and large, in the parameter range where studies overlap, findings have been consistent. For example, the volume fraction dependence of the average settling speed has been found to be well correlated by the Richardson-Zaki expression $[1,2]$ modified by a pre-factor as suggested in later work (see e.g. Refs. [3-5]). A larger velocity fluctuation amplitude in the vertical rather than the horizontal direction is reported by many authors [see e.g. 6, 7]. Connections of these phenomena with the pair distribution function and its dependence on the particle volume fraction and particle Reynolds number have also been pointed out [see e.g. 8]. The vexed question of the divergence of the velocity fluctuations with vessel size [9] has received much attention especially in the dilute, low-Reynolds-number regime [see 10, for a good summary]. The matter has been resolved by showing that the predicted divergence only occurs with a hard-sphere particle distribution which in practice does not persist due to the evolution of the suspension microstructure, in particular with increasing Reynolds number.

These results are very helpful in that they begin to flesh out a picture of the dynamics of these systems. However, as can been from the Table, the region of parameter space covered by these studies is still limited, especially in view of the range relevant for many applications. In the present paper we use the Physalis numerical method [see e.g. 11] to examine many of the issues studied by previous investigators extending the parameter range, in particular by considering moderately dense suspensions at single-particle Reynolds numbers up to 114. In addition, we study particle collisions, clustering and the time evolution of tetrads,

| Reference | Type | $G a$ | $\rho_{p} / \rho_{f}$ | $\phi \quad(\%) R e_{t}=d w_{t} / \nu$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Ham \& Homsy (1988) | E | $\sim 0.04$ | 2.24 | $2.5-10$ | $<10^{-4}$ |
| Nicolai et al. $(1995)$ | E | $\sim 0.1$ | 2.53 | $0-40$ | $<10^{-3}$ |
| Segre et al. $(1997)$ | E | $\sim 0.05$ | $\sim 1$ | $0.1-5$ | $1.2 \times 10^{-4}$ |
| Segre et al. $(2001)$ | E | 0.04 | - | $5-50$ | $10^{-4}$ |
| Chehata Gomez et al. $(2009)$ | E | $\sim 0.03$ | $2.6-4.2$ | $0.1-0.8$ | $\sim 4 \times 10^{-5}$ |
| Snabre et al. $(2009)$ | E | 0.17 | 1.34 | $10-55$ | $1.6 \times 10^{-3}$ |
| Ladd (1993) | N | - | - | $5-45$ | 0 |
| Climent \& Maxey (2003) | N | $1.4-17.9$ | $0.9-1.5$ | $1-12$ | $0.1-10$ |
| Yin \& Koch (2007) | N | $4.5-28.5$ | 2.0 | $0.5-40$ | $1-20$ |
| Yin \& Koch (2008) | N | $1.9-28.5$ | 2.0 | $1-20$ | $0.2-20$ |
| Hamid et al. $(2013)$ | N | 2.3 | 5 | $1-50$ | 0.28 |
| Hamid et al. $(2014)$ | N | $1.0-17.9$ | 5 | $1-40$ | $0.05-10$ |
| Uhlmann \& Doychev $(2014)$ | N | 121,178 | 1.5 | 0.5 | 141,233 |
| Zaidi et al. $(2015)$ | N | $0.4-54.3$ | $2.5-2.7$ | $\leq 40$ | $0.01-50$ |
| Fornari et al. (2016) | N | 145 | 1.02 | $0.5-1$ | 188 |
| Present work | N | $50-99$ | $2.0-5.0$ | $8.7-34.9$ | $44-114$ |

TABLE I. Parameter ranges addressed by some previous experimental and numerical studies (type labels E or N , respectively) of settling particles in a fluid; $G a$ is the Galilei number, $\rho_{p} / \rho_{f}$ the particle-to-fluid density ratio, $\phi$ the particle volume fraction and $R e_{t}$ the single-particle terminal Reynolds number; when not explicitly given in the original reference, the Galilei number was calculated from (2).
four-particle structures. We find that several earlier results on the two-particle distribution function, particle diffusivity and particle velocity fluctuations hold also in the parameter range considered here. Several previously identified qualitative features of the results, such as trends with increasing volume fraction, are found not to be intrinsic to the system dynamics, but dependent on the normalization used to present the results. Additional information and two animations are presented in the Supplemental Material [12].

## II. SIMULATIONS

The numerical simulations generating the data used for this paper have been described in some detail in an earlier publication [13] to which the reader is referred for details. Here we present a brief summary.

We carry out resolved simulations of equal spheres of radius $a$, diameter $d=2 a$ and density $\rho_{p}$ suspended in an upward fluid flow. The pressure gradient driving the fluid is set in such a way that the mean settling velocity of the spheres vanishes. The computational domain is a parallelepiped with a horizontal cross section of dimensions $20 a \times 20 a$ and a vertical extent of $60 a$; periodicity conditions are applied on all boundaries. With 500,1000 , 1500 and 2000 equal particles the mean particle volume fraction $\phi$ takes the values $8.7 \%$, $17.5 \%, 26.2 \%$ and $34.9 \%$, respectively. According to [5], for volume fractions greater than $5 \%$ and domain sizes greater than 10 particle diameters, particle wakes are sufficiently disrupted by other particles that periodicity conditions do not introduce undesirable artifacts. We consider four different values of the particle-to-fluid density ratio, $\rho_{p} / \rho_{f}=2.0,3.3,4.0,5.0$.

The simulations are performed with the Physalis method, a complete description of which is available in several papers including, most recently, [11]; implementation details are described in [14]. The Navier-Stokes equations are solved on a fixed Cartesian grid by a projection method. The fluid-particle coupling is based on the fact that, in the vicinity of the no-slip particle surfaces, the fluid motion differs little from a rigid-body motion. This circumstance permits the Navier-Stokes equations to be linearized to the Stokes form, for which Lamb $[15,16]$ obtained an exact solution in the form of a series. This analytical solution is used to transfer the no-slip condition holding at the particle surface to the closest Cartesian grid nodes, thus bypassing the difficulties deriving from the complex geometrical relationship between the spherical particles and the underlying Cartesian grid. We use 8 mesh lengths per particle radius which, thanks to the spectral convergence of the Lamb solution, and on the basis of earlier validations tests, are sufficient for an accurate resolution of the flow.

In addition to fluid-dynamic forces, obtained from the the Physalis method, particles interact via lubrication and collision forces. The former are implemented by explicitly adding the analytical expressions available in the literature. The latter are implemented by means of a Hertzian contact model described in detail in [11]. To avoid the very stringent time step

| $\rho_{p} / \rho_{f}$ | $G a$ | $R e_{t}$ | $R e_{t}$ from Eq. (2) |
| :---: | :---: | :---: | :---: |
| 2.0 | 49.7 | 43.27 | 44.17 |
| 3.3 | 75.4 | 76.60 | 78.40 |
| 4.0 | 86.1 | 91.57 | 93.82 |
| 5.0 | 99.4 | 110.8 | 113.7 |

TABLE II. Galilei number, single-particle Reynolds number $R e_{t}$ from present simulations, and values of $R e_{t}$ that satisfy the correlation (2) from Ref. [5] for the four particle-to-fluid density ratios considered in this study.
constraint required by the use of a realistic value of the particle Young's modulus, we used a fairly small value of this modulus, 0.65 MPa . The collisional Stokes number $S t_{c}=\rho^{*} R e_{r} / 9$, with $R e_{r}$ the particle Reynolds number based on the relative velocity, characterizes the strength of the collisions [see e.g. 17]. Typical values of $S t_{c}$ encountered in the present simulations were at most 10-20. Thus, collisions are dominated by the fluid viscosity and lubrication forces and are too weak to result in a rebounding motion of the colliding particles (see figure 6 in Ref. [11]). For this reason, the use of a smaller Young's modulus cannot affect the results in a significant way.

At each time step the particle position and orientation are updated on the basis of the calculated forces and couples of hydrodynamic origin, collisions, gravity and buoyancy. Hydrodynamic forces and couples are found directly from the coefficients of the Lamb expansion with no need for additional calculation. The particle surface is sharp and the no-slip condition at the particle surface is satisfied to analytical accuracy whatever the level of truncation of the series in the Lamb solution. The simulations described in this work were carried out retaining 25 coefficients in the Lamb series, which corresponds to retaining multipoles up to and including order 2 . The simulation parameters for $\rho_{p} / \rho_{f}=3.3$ were chosen to match one of the experiments reported in [1] with glass beads in a liquid mixture.

In order to characterize the balance between gravity and viscous dissipation it is convenient to use the Galilei number

$$
\begin{equation*}
G a=\frac{1}{\nu} \sqrt{\left(\frac{\rho_{p}}{\rho_{f}}-1\right) d^{3} g} \tag{1}
\end{equation*}
$$

in which $g$ is the acceleration of gravity and $\nu$ the fluid kinematic viscosity; the values of $G a$ corresponding to the present simulations are shown in Table II. By carrying out separate
simulations in domains with size $20 a \times 20 a \times 80 a$ we have calculated the terminal settling velocity $w_{t}$ of single particles for the density ratios used in this study. The results are shown in the form of the single-particle Reynolds number $R e_{t}=d w_{t} / \nu$ in Table II, together with the values of $R e_{t}$ obtained from the empirical relation [5]

$$
G a^{2}=\left\{\begin{array}{lc}
18 R e_{t}\left[1+0.1315 R e_{t}^{0.82-0.05 \log _{10} R e_{t}}\right] & 0.01<R e_{t}<20  \tag{2}\\
18 R e_{t}\left[1+0.1935 R e_{t}^{0.6305}\right] & 20<R e_{t}<260
\end{array},\right.
$$

with the Galilei numbers used in the simulations. The numerical results and the values of $R e_{t}$ that satisfy this correlation are found to be in very good agreement with each other.

Particles were initially randomly arranged in the computational domain and, before data were recorded, allowed to reach a statistically steady state as revealed by the average values of the fluid velocity and particle velocity fluctuations. For the lower densities and volume fractions we could run the simulations up to dimensionless times $\nu t / d^{2}=24.3$. However, as the density ratio and volume fraction increase, inter-particle interactions become more frequent and energetic, which requires a smaller time step and more iterations for convergence. In these cases, for practical reasons, we only integrated up to $\nu t / d^{2}$ of about 14.2. Due to computational constraints, we were unable to run some simulations at the higher volume fractions and density ratios.

## III. RESULTS

The present simulations are conducted in the frame of reference in which the mean vertical particle velocity $\left\langle w_{z}\right\rangle$ vanishes at each time step; here the angle brackets denote the average over the particles. Thus, the frame of reference used here is appropriate for the description of a fluidized-bed-like system. The mean vertical fluid velocity $\left\langle u_{z}\right\rangle$ (with angle brackets here denoting the time and volume average over the fluid phase) calculated in this system is readily converted to the mean particle settling velocity in a sedimentation set-up in which the mean overall volumetric flux of the mixture vanishes [see e.g. 5]. Upon effecting this change of axes we can compare our results with numerous others available in the literature. We have done so in our earlier paper [13] finding good agreement with the Richardson-Zaki correlation as modified in later work (see e.g. Refs. [3-5]). The reader is referred to that paper for details.

| $\rho_{p} / \rho_{f}$ | $\phi(\%)$ | $\left\langle u_{z}\right\rangle / \tilde{u}$ | $\tau_{p} \tilde{u} / d$ | $\rho_{p} / \rho_{f}$ | $\phi(\%)$ | $\left\langle u_{z}\right\rangle / \tilde{u}$ | $\tau_{p} \tilde{u} / d$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2.0 | 8.7 | 0.871 | 1.515 |  |  |  |  |
|  | 17.5 | 0.881 | 1.315 |  | 8.7 | 0.852 | 4.646 |
|  | 26.2 | 0.899 | 1.112 | $n=3.052$ | 17.5 | 0.845 | 4.198 |
|  | 34.9 | 0.884 | 0.926 |  | 26.2 | 0.866 | 3.672 |
|  | 8.7 | 0.860 | 3.475 |  | 34.9 | 0.882 | 3.155 |
| 3.3 | 17.5 | 0.850 | 3.125 | 5.0 | 8.7 | 0.857 | 6.375 |
| $n=3.102$ | 26.2 | 0.871 | 2.713 | $n=3.003$ | 17.5 | 0.851 | 5.796 |
|  | 34.9 | 0.874 | 2.325 |  | 26.2 | 0.868 | 5.118 |
|  |  |  | 34.9 | 0.873 | 4.460 |  |  |

TABLE III. Calculated vertical mean fluid velocity $\left\langle u_{z}\right\rangle$ normalized by the reference velocity (3) and dimensionless particle characteristic time defined in (5) for the present simulations; $n$ is the exponent from (4).

Due to numerical error and random fluctuations the mean particle velocity does not remain zero even if it so initialized. To avoid the drift that would unavoidably accumulate over time due to these factors, the applied pressure gradient is adjusted by means of a PID controller ensuring that the mean particle acceleration vanishes at each time step. The adjustments are very small and they take place at a very high frequency incommensurate with any of the other time scales exhibited by the numerical results. A careful analysis has convinced us that no significant artifacts are introduce by this procedure.

In principle, the physically relevant velocity to be used in the scaling of the numerical results is the mean fluid-particle relative velocity which, however, is itself a result of the calculations. For convenience we will therefore use a reference fluid-particle relative velocity $\tilde{u}$ defined by

$$
\begin{equation*}
\frac{\tilde{u}}{w_{t}}=(1-\phi)^{n-1}, \tag{3}
\end{equation*}
$$

in which $n$ is the Richardson-Zaki exponent for which Garside and Al-Dibouni [2] give the relation

$$
\begin{equation*}
\frac{5.1-n}{n-2.7}=0.1 R e_{t}^{0.9} \tag{4}
\end{equation*}
$$

The reference velocity (3) has the advantage of being easy to calculate from a knowledge of $w_{t}$ for which reliable correlations are available in the literature [see e.g. 18]. The values of $n$


FIG. 1. Two examples of the time dependence of the instantaneous fluctuations of the square of the particle velocity in the vertical (upper lines, blue) and horizontal directions with respect to the time-mean values indicated by the horizontal lines; the left panel is for $\phi=8.7 \%$ and the right panel $\phi=34.9 \%$, both with $\rho_{p} / \rho_{f}=3.3$. The intervals of time during which the vertical velocity fluctuation differs by $\pm 10 \%$ from the mean are highlighted. The time history shown is a fraction of the total length of the simulation. The reference velocity $\tilde{u}$ is defined in (3).
used in the present paper to calculate (3) are shown in Table III; they have been discussed and compared with other work in Ref. [13].

The relation between the calculated vertical mean fluid-particle velocity and the reference velocity (3) is shown in Table III, which confirms the close quantitative relationship of the two quantities. The difference of $\left\langle u_{z}\right\rangle / \tilde{u}$ from 1 shows the need for the modification of the Richardson-Zaki correlation by the insertion of a prefactor as mentioned before. The Table also includes the normalized characteristic particle relaxation time $\tau_{p}$ defined by

$$
\begin{equation*}
\tau_{p}=\frac{d^{2}}{18 \nu} \frac{\rho_{p}}{\rho_{f}}\left[1+0.15\left(\frac{d\left\langle u_{z}\right\rangle}{\nu}\right)^{0.687}\right]^{-1} \tag{5}
\end{equation*}
$$

The mean particle-fluid relative velocity can be readily found from the data in the Table as $\left\langle u_{z}\right\rangle /(1-\phi)$ [see e.g. 5].

## A. Clustering

The quantity

$$
\begin{equation*}
\frac{\left\langle\left[w_{i}^{\prime}(t)\right]^{2}\right\rangle}{\left\langle u_{z}^{2}\right\rangle}=\frac{\left\langle\left[w_{i}(t)-\left\langle w_{i}\right\rangle\right]^{2}\right\rangle}{\left\langle u_{z}^{2}\right\rangle} \tag{6}
\end{equation*}
$$

represents the instantaneous fluctuation of the square of the particle velocity in the vertical ( $i=z$ ) and horizontal $(i=x, y)$ directions. The mean values of this quantity in the two directions are represented by the horizontal lines in the two panels of figure 1. The upper lines in these two panels show examples of the time dependence of the vertical component of this quantity for a low- (left) and a high-concentration case, $\phi=8.7 \%$ and $\phi=34.9 \%$, respectively, with $\rho_{p} / \rho_{f}=3.3$. The lower lines represent the analogous horizontal velocity fluctuations. While the latter exhibit small statistical fluctuations around their mean value, a striking feature of the squared vertical particle velocity fluctuations is the presence of long-lived prominent peaks above and minima below the mean values. The intervals of time during which the fluctuation differs by $\pm 10 \%$ from the mean are highlighted in the figures. For both volume fractions the peaks can be as large as $35 \%$ above the mean value and are interspersed by smaller-amplitude fluctuations. For the higher-concentration case the peaks are more frequent and have a shorter duration. In both cases the lifetime of the peaks is longer than the particle integral time scale defined in (15) and shown later in figure 11. In spite of their magnitude, as shown in figure 9 of the Supplemental Material, these velocity fluctuations are smaller than those reported in the literature for Stokes flow.

Since the particle velocity averaged over all the particles vanishes, the upper lines in the figure also represent the mean square of the vertical particle velocity fluctuations. It would therefore be difficult to explain the presence of the long-lived high peaks other than by the formation of relatively long-lived particle clusters involving enough particles to leave a visible signature on the mean settling velocity. The total drag on the particles forming the cluster would be less than if the particles were well separated, and this would increase the relative particle-fluid velocity causing the peaks. During the periods of smaller-than-average velocities, particles may be relatively well separated and "fall" close to their terminal velocity relative to the fluid, which would be exactly zero in a completely homogeneous system. The shorter lifetime of clusters with increasing particle volume fraction demonstrated in figure 1 can be explained by the increasing importance of collisions or, more generally, particleparticle interactions, which would tend to disrupt close particle arrangements.

The presence of clusters is visually evident in the movies available as Supplemental Material [12] for this paper. Nicolai et al. [19] observed the existence of clusters in their experiments, as did Ladd [20] in his simulations, with both studies in the low-Reynolds number regime. The more recent study by Uhlmann \& Doychev [21] at two values of the


FIG. 2. Probability density function of Voronoi volumes normalized by the particle volume $v_{p}=$ $\frac{\pi}{6} d^{3}$ for the two cases of figure 1 , namely $\phi=8.7 \%$ (left) and $\phi=34.9 \%$, both with $\rho_{p} / \rho_{f}=$ 3.3. The lines marked with circles (blue) are the average for the periods of greater-than-average velocity in figure 1, while the lines marked with squares (orange) are the average for the periods of smaller-than-average velocity. In the right image the two lines essentially superpose while, in the right one, a somewhat larger probability of smaller value of the Voronoi volumes is visible for the greater-than-average velocity periods.

Galilei number, $G a=121$ and 178 , also showed the presence of clusters at $G a=178$, but not as clearly for $G a=121$. These authors explained their results on the basis of known features of single-particle settling wakes, which are certainly important at the very dilute conditions that they considered, $\phi=0.5 \%$. These considerations, however, are probably not very relevant for the present range of concentrations and, besides, the study at two values of $G a$ did not permit them to establish whether the clustering that they observed has a gradual or an abrupt onset.

Uhlmann \& Doychev [21] established their results on clustering by means of an analysis of the Voronoi tessellation of their particle centers. The results of a similar analysis for the cases of figure 1 are shown in figure 2 [22]; the lines marked with circles and squares (blue and orange, respectively) have been obtained by averaging the Voronoi PDF over the time intervals of greater- or lower-than-average velocity marked in black in figure 1. For the lower


FIG. 3. $n(r)$ is the average number density of particles with center in spherical shells of different radii $r$ centered on each particle during the periods of time highlighted in figure 1 . The figure shows the PDF of $n(r) /\langle n\rangle$, with $\langle n\rangle$ the mean number density over the computational domain, for $r / a$ $=2.25$ (blue), 2.50 (orange), 3 (green) and 3.50 (red) and the same conditions as in the previous two figures. The solid and dashed lines are the values of $n(r) /\langle n\rangle$ during the high- and low-velocity intervals, respectively. For the low-concentration case on the left note the higher probability of larger values of $n(r) /\langle n\rangle$ during the higher-velocity periods highlighted in figure 1. For the denser case, this effect is only apparent for $r=3.5 a$ (red), and it is also present for $n(r)<\langle n\rangle$.
volume fraction (left) one can detect a slight bias toward smaller volumes, but for the higher volume fraction the two lines essentially superpose.

An alternative to the Voronoi analysis is the following. Let $n(r)$ be the average number density of particles with center in spherical shells of different radii $r$ centered on each particle (referred to as "test particle") during the periods of time highlighted in figure 1 ; the test particle is included in the count. Figure 3 shows the PDF of this number divided by the mean number density, $n(r) /\langle n\rangle$, for $r / a=2.25,2.50,3$ and 3.50 ; the vertical dashed line shows the average number density over the entire computational domain. The smaller the radius, the larger the fluctuations. The solid and dashed lines are the average number densities of particles during the high- and low-velocity intervals, respectively. For the lowconcentration case, $\phi=8.7 \%$, (left panel in figure 3) there is a significant probability of finding a normalized number density during the peak events larger than that during the
periods of low values of $\left\langle w_{z}^{2}\right\rangle$. In reading these figures it should be noted that the tick marks are separated by two orders of magnitude and the curves, in the region of interest, are nearly vertical. For the higher volume fraction (right panel in figure 3) differences become legible only for the largest radius, $r / a=3.50$ (red). Since, in this case, the average particle number density is larger, revealing the concentration anomaly requires counting a larger number of particles and, therefore, a larger $r$. Additional results of this type for the other cases simulated are presented in the Supplemental Material. Interestingly, the effect appears to be present not only for $n(r)>\langle n\rangle$, but also for $n(r)<\langle n\rangle$, in which the particle number is smaller. Since, for $r$ fixed, there can be many more particles near the test particle in the dense as compared with the dilute case, there is a significantly larger probability to encounter spherical shells with $n(r)<\langle n\rangle$. These results support the conjecture that the peak periods of $\left\langle w_{z}^{2}\right\rangle$ correspond to the formation of denser particle clusters which extend at least as far as $r=3.5 a$. This clustering effect appears to be weaker at the higher volume fractions, for which the Voronoi analysis does not suggest any clustering while the alternative one gives a weak indication of its presence.

An examination of the probability density function of $w_{z}$ (not shown) reveals that highvelocity events with $w_{z}>0$ and $w_{z}<0$ occur in approximately the same number, although the frequency of the events with $w_{z}>0$ tends to increase slightly with the volume fraction.

## B. Two-particle distribution function

Several investigators have studied the two-particle distribution function $g(r, \theta)$ in systems of the type investigated here. Yin \& Koch [5] and Hamid et al. [8] considered single-particle Reynolds numbers up to 20 and 10, respectively, while the Reynolds number range considered in [7] extends up to 50; all these authors considered volume fractions comparable with ours.

For low concentrations, all these studies agree in reporting an anisotropic distribution with more particles near the test particle in the horizontal direction, $\theta \sim \pi / 2$, and fewer particles in the vertical direction, $\theta \sim 0$. Yin \& Koch [5] find the greatest anisotropy for $\phi$ $=1 \%$ and $R e_{t}=10$, a regime in which the mixture behavior is dominated by anisotropic wake interactions. As the volume fraction increases, the anisotropy decreases. Increased inertia from $R e_{t}=1$ to 10 enhances the anisotropy [5, 8]. The origin of this preferential arrangement, which has theoretically been known for a long time (see e.g. [23, 24]) and


FIG. 4. The pair distribution function $g(r, \theta)$ for $\phi=8.7 \%$ (left) and $34.9 \%$ (center) for $\rho_{p} / \rho_{f}=$ $2\left(R e_{t}=43.27\right)$; the image on the right is for $\phi=8.7 \%$ and $\rho_{p} / \rho_{f}=5\left(R e_{t}=110.8\right)$.


FIG. 5. Angular averages of the pair distribution functions shown in the previous figure. The solid lines are the average over the entire range $0 \leq \theta \leq \pi / 2$; the dashed lines are the average over a vertical sector $0 \leq \theta \leq \pi / 12$ and the dotted lines over a horizontal sector $5 \pi / 12 \leq \theta \leq \pi / 2$.
verified experimentally [25], lies essentially in a Bernoulli effect as the flow blockage offered by two neighboring particles increases the velocity of the fluid between them and lowers the pressure.

The Reynolds number range in the present work goes up to 110 but the results found by previous investigators for smaller inertia are essentially confirmed. Figure 4 shows the two-particle distribution function for $\phi=8.7 \%$ and $34.9 \%$ with $\rho_{p} / \rho_{f}=2\left(R e_{t}=43.27\right)$, as well as $\phi=8.7 \%$ with $\rho_{p} / \rho_{f}=5\left(R e_{t}=110.8\right)$; additional results of this type are shown in the Supplemental Material [12]. A comparison between the first two panels (constant $R e_{t}$, increasing $\phi$ ) shows the fading of the anisotropy with increasing concentration. A comparison between the first and last panels shows the enhanced particle number in the horizontal direction and closer to the test particle caused by the increased inertia in the


FIG. 6. Particle collision frequency normalized as in (7) vs. volume fraction for the systems simulated in this study; the symbols denote the particle-to-fluid density ratio: $\rho^{*}=\rho_{p} / \rho_{f}=2$ (asterisks), 3.3 (squares), 4 (circles) and 5 (triangles). The dashed lines are the predictions from the theory of granular flows.
latter one. A different view of the same information is provided in figure 5, where the lines show three angular averages of $g(r, \theta)$. The solid lines are the average over the entire range $0 \leq \theta \leq \pi / 2$, the dashed lines are the average over a vertical sector $0 \leq \theta \leq \pi / 12$ and the dotted lines over a horizontal sector $5 \pi / 12 \leq \theta \leq \pi / 2$. A comparison of the first two panels ( $\phi=8.7 \%$ and $34.9 \%, R e_{t}=43.27$ ), shows that the anisotropy strongly decreases as the concentration increases, although it is not completely removed. The peaks around $r / 2 a=2$ indicate the gradual build-up of a "cage" of particles around the test particle, with a slightly stronger effect in the horizontal direction.

For the largest Reynolds number (last panel) the peak in the horizontal direction is higher and it moves closer to the test particle. The average in the vertical sector extends further out from the test particle and is slightly decreased. A plausible explanation of these results is that, at higher $R e_{t}$, the vertical orientation of particle pairs is less stable as the couple that causes the broad-side rotation is stronger and the fluid dynamic force that tends to separate horizontal pairs is less effective due to the particle inertia.

## C. Particle collisions

A specific phenomenon caused by larger inertia, particularly at moderate to large volume fractions, is an increased frequency of particle collisions. As described in [11], the collision algorithm used in the simulations embodies a nonlinear Hertzian contact model which is activated whenever the distance between two particle centers becomes equal to a diameter. This model is complemented by a lubrication interaction when the distance between the particle surfaces is less than a radius. Figure 6 shows our results for the volume fraction dependence of the normalized collisional frequency $f_{*}$,

$$
\begin{equation*}
f_{*}=f_{c} d\left(\frac{1}{3}\langle\mathbf{w} \cdot \mathbf{w}\rangle\right)^{-1 / 2} \tag{7}
\end{equation*}
$$

with $f_{c}$ the computed value and the angle brackets denoting the particle average as before. The results shown are the average number of actual Hertzian contacts per particle per unit time. Normalization by the particle number is useful in that it admits proper accounting of multi-particle collisions. The dashed line is the Enskog collision frequency for elastic hard spheres [see e.g. 26, 27]

$$
\begin{equation*}
f_{E}=4 g_{2}(\phi) d^{2} n \sqrt{\frac{\pi}{3}\langle\mathbf{w} \cdot \mathbf{w}\rangle} \tag{8}
\end{equation*}
$$

normalized in the same way; here $g_{2}(\phi)$ is the angle-averaged two-particle distribution function at contact, approximated by the Carnahan-Starling formula

$$
\begin{equation*}
g_{2}(\phi)=\frac{1}{2} \frac{2-\phi}{(1-\phi)^{3}} . \tag{9}
\end{equation*}
$$

Given the presence of hydrodynamic resistance, kinetic theory over-predicts the computed collisional frequency, although it provides a good account of the volume fraction dependence except for the lightest particles, which are most affected by the fluid. The collisional frequency increases with the particle mass, as expected from the fact that, with larger inertia, hydrodynamic forces become less and less able to prevent a close approach. The division of the collisional frequency by $\sqrt{\rho_{p} / \rho_{f}}$ produces an approximate collapse of the results as shown in the right panel of figure 6 . This result might reflect a role of the added mass in determining the relevant mean particle kinetic energy $\langle\mathbf{w} \cdot \mathbf{w}\rangle$ for the purposes of scaling some aspects of the system dynamics; a similar collapse is found below for the particle diffusivity.


FIG. 7. Examples of the time dependence of the mean squared particle displacement in the vertical, $\left\langle r_{z}^{2}(t)\right\rangle / 2 \tilde{u} t d$ (upper lines), and horizontal, $\left\langle r_{\perp}^{2}(t)\right\rangle / 2 \tilde{u} t d$, directions. In the right panel the displacement is normalized by $\tilde{u}^{2} t^{2}$. The horizontal lines are the long-time and short-time mean values.

## D. Particle diffusion coefficient

The connection between the particle velocity correlation tensor $\left\langle w_{i}(t+\tau) w_{j}(t)\right\rangle$ and the particle diffusivity $D_{p}$ is well known:

$$
\begin{equation*}
D_{p}^{(i j)}=\lim _{t \rightarrow \infty} \frac{1}{2 t}\left\langle r_{i}(t) r_{j}(t)\right\rangle=\lim _{t \rightarrow \infty} \int_{0}^{t}\left\langle w_{i}(\tau) w_{j}(0)\right\rangle d \tau \tag{10}
\end{equation*}
$$

in which $r_{i}(t)=x_{i}(t)-x_{i}(0)-\int_{0}^{t}\left\langle w_{i}(\tau)\right\rangle d \tau$ is the displacement of the test particle from the initial position corrected for the mean displacement of all the particles. While in principle $D_{p}^{(i j)}$ is a tensorial quantity, we find that the off-diagonal components are very small so that we limit ourselves to presenting results for the diffusivity in the vertical and in the horizontal directions, $D_{p}^{z}$ and $D_{p}^{\perp}$, respectively, the latter calculated in the horizontal plane.

The time dependence of $\left\langle r_{z}^{2}(t)\right\rangle / 2 t$ and $\left\langle r_{\perp}^{2}(t)\right\rangle / 2 t$ is shown in the left panel of figure 7, where the asymptotic approach to a constant for both the vertical and horizontal directions is evident. The right panel shows instead $\left\langle r_{z}^{2}(t)\right\rangle / t^{2}$ and $\left\langle r_{\perp}^{2}(t)\right\rangle / t^{2}$. The constant values of these quantities for short times indicate the prevalence of the so-called ballistic regime, during which the particle velocity maintains a correlation with itself.


FIG. 8. Particle diffusivities in the vertical (left) and horizontal (center) directions normalized as in (11); the last panel is the ratio of the two diffusivities and illustrates the marked anisotropy of the diffusion process in the system investigated. The dashed lines are the predictions from the theory of granular flows (11). The symbols denote the different particle-to-fluid density ratio: $\rho_{p} / \rho_{f}=2$ (asterisks), 3.3 (squares), 4 (circles) and 5 (triangles).

The two sides of (10) provide two alternative ways to calculate the particle diffusivity, one from the mean-square displacement, the other from the integral of the velocity correlation. The results for $D_{p}^{z}$ and $D_{p}^{\perp}$ calculated from the mean-square displacement as shown in the left panel of figure 7 are shown in figure 7, in which the dashed line is the prediction from the kinetic theory of granular gases [see e.g. 27], corrected for the factor of 3 used in the definition of the diffusion coefficient in that theory:

$$
\begin{equation*}
D_{E}=\frac{9}{8} \frac{1}{d^{2} g_{2}(\phi) n} \sqrt{\frac{1}{3}\langle\mathbf{w} \cdot \mathbf{w}\rangle} \tag{11}
\end{equation*}
$$

The results are made dimensionless by division by $\sqrt{\frac{1}{3}\langle\mathbf{w} \cdot \mathbf{w}\rangle}$. The computed and kinetic theory results are comparable in magnitude, but there are significant differences in their concentration dependence. In the vertical direction, for $\phi=8.7 \%$, kinetic theory overpredicts the diffusivity, probably as a result of the hydrodynamic force on the particles that hinders their random motion. However, the trend reverses with increasing $\phi$, for which kinetic theory predicts a much stronger decrease than the found in the simulations. A likely explanation is that the flowing fluid enhances the mobility of the test particle by breaking up the "cages" formed by the surrounding particles thus favoring its escape. While the flowing fluid enhances the vertical particle displacements, it has a much smaller effect in the horizontal direction. Thus, the horizontal diffusivity is lower than the kinetic theory


FIG. 9. Normalized particle mean free path defined in (12) in the vertical (left) and horizontal direction; the dashed line is the kinetic theory prediction (13). The symbols denote the different particle-to-fluid density ratio: $\rho_{p} / \rho_{f}=2$ (asterisks), 3.3 (squares), 4 (circles) and 5 (triangles).
prediction at low volume fractions due to hydrodynamic resistance, while it is found to follow the kinetic theory prediction at higher concentration for which the absence of a mean flow does not enhance particle mobilities. This explanation is in accordance with the build-up of the cage structure mentioned before and with the radial distribution function mentioned at the end of section IIIB. Interestingly, as shown in the Supplemental Material [12], a division of both $D_{p}^{z}$ and $D_{p}^{\perp}$ by $\sqrt{\rho_{p} / \rho_{f}}$ provides an excellent collapse of both diffusivities similarly to what was found for the collisional frequency. The last panel in figure 7 is the ratio $D_{p}^{z} / D_{p}^{\perp}$ : one observes a marked anisotropy with a minimum around $\phi \simeq 26.2 \%$.

In the Stokes regime the diffusivity is predicted to scale proportionally to the product of the particle diameter and the mean particle-fluid velocity [28, 29]. We have tried to normalize our calculated results for the diffusivity by $d / \tilde{u}$ (see figure 13 below) and by $d / w_{t}$ (figure 5 of the Supplemental Material), but we found that these scalings do not collapse them any better than the scaling used in plotting figure 8 .

Following the approach of kinetic theory, we can obtain an estimate of the particle mean free path $\lambda$ as

$$
\begin{equation*}
\frac{\lambda_{i i}}{d}=\sqrt{\frac{D_{p}^{i i}}{f_{c} d^{2}}} . \tag{12}
\end{equation*}
$$



FIG. 10. Two examples of the velocity autocorrelation (14) for $\phi=8.7 \%$ (left) and $\phi=34.9 \%$, both for $\rho_{p} / \rho_{f}=3.3$. The upper (orange) and lower (blue) lines are for the horizontal and vertical velocity, respectively. On the lower horizontal axis time is normalized by the particle relaxation time $\tau_{p}$ defined in (5. On the upper axis time is normalized by the particles settling time scale $\tilde{u} t / d$.

The kinetic theory prediction for this quantity is

$$
\begin{equation*}
\frac{\lambda_{E}}{d}=\frac{1}{6 \sqrt{2} \phi g_{2}(\phi)} . \tag{13}
\end{equation*}
$$

Figure 9 compares these two quantities. In the vertical direction, our calculated mean free path is longer than the kinetic theory prediction in agreement with the enhanced mobility previously demonstrated by the results for $D_{p}^{z}$. In addition, the flow caused by a particle tends to displace the particles toward which it moves, a process that cannot happen in a granular gas without interstitial fluid. This effect is analogous to that of a repulsive interparticle force in kinetic theory, which is also known to increase the diffusivity [see e.g. 30]. In the horizontal direction kinetic theory under-predicts the mean free path as well, but by a significantly smaller margin. Again we see here the effect of the absence of a mean horizontal fluid velocity resisted by a force comparable to gravity.

We now turn to the second way to estimate the diffusivity, namely by integrating the normalized velocity correlation

$$
\begin{equation*}
R_{i i}=\frac{\left\langle w_{i}(t) w_{i}(0)\right\rangle}{\left\langle w_{i}^{2}\right\rangle} \tag{14}
\end{equation*}
$$

It may be noted that the denominator is the same quantity shown by the horizontal lines in figures 1 and 7 . Figure 10 shows two examples of the dependence of $R_{i i}$ on time for $\rho_{p} / \rho_{f}=$ 3.3 and $\phi=8.7 \%$ and $34.9 \%$ with two different normalizations, the particle relaxation time on the lower horizontal axis and the particle settling time on the upper one. Comparison of these two scales reveals that the velocity remains correlated for a time during which particles fall by about three diameters. As found by several earlier investigators [6, 8, 19], the velocity de-correlates much faster in the horizontal than in the vertical direction. The correlation lasts longer at low volume fraction due to the weaker particle-particle interactions caused by the larger mean separation.

To examine the importance of direct collisions on the correlation we can examine the integral time scale defined by

$$
\begin{equation*}
\mathcal{T}_{i i}=\lim _{t \rightarrow \infty} \int_{0}^{t} \frac{\left\langle w_{i}(\tau) w_{i}(0)\right\rangle}{\left\langle w_{i}^{2}\right\rangle} d \tau \tag{15}
\end{equation*}
$$

the average of which is shown in figure 11 normalized by $d / \tilde{u}$. This time scale shows a strong decrease with increasing $\phi$. If direct collisions were the major factor affecting the velocity correlations, one would expect that the product $\mathcal{T}_{i i} f_{c}$ would be approximately constant. This, however, is not the case as shown in figure 12, where this product is found to undergo a marked increase with $\phi$, primarily due to the increase of the collisional frequency. This result indicates that direct collisions are mostly weak, as already remarked in section II. The conclusion that must be drawn is that the most significant agents causing the de-correlation of a particle velocity are the flow fields produced by the particles that it encounters rather than direct contacts as in a granular gas.

The result for the particle diffusivity calculated from the velocity correlation integral (open symbols) is compared with that calculated with the mean-square displacement shown earlier (solid symbols) in figure 13. Here, unlike figure 8, we normalize $D_{p}$ by $\tilde{u} d$ to bring out the presence of a maximum around $\phi \sim 10-15 \%$, which was also found e.g. in [8]. The effect of this normalization is due to the rapid decrease of the mean fluid-particles relative velocity with particle concentration, as represented by $\tilde{u}$, which is faster than the decrease of $\sqrt{\langle\mathbf{w} \cdot \mathbf{w}\rangle}$. This second normalization, however, appears to be less justified by the physics of the particle diffusion, which is directly dependent on the particle velocity fluctuations, incorporated in the earlier normalization by the use of $\sqrt{\langle\mathbf{w} \cdot \mathbf{w}\rangle}$.

The two ways to calculate $D_{p}$ have an average difference of $5 \%$. In view of the difficulty of


FIG. 11. Normalized integral time scale defined in (15) in the vertical (left) and horizontal direction. The symbols denote the different particle-to-fluid density ratio: $\rho_{p} / \rho_{f}=2$ (asterisks), 3.3 (squares), 4 (circles) and 5 (triangles).


FIG. 12. Integral time scale defined in (15) in the vertical (left) and horizontal direction normalized by the collision frequency.


FIG. 13. The open symbols show the particle diffusivities in the vertical (left) and horizontal directions as obtained from integration of the velocity correlation normalized by $d \tilde{u}$; the closed symbols are the same as shown in figure 8 with this different normalization. The symbols denote the different particle-to-fluid density ratio: $\rho_{p} / \rho_{f}=2$ (asterisks), 3.3 (squares), 4 (circles) and 5 (triangles).
accurately estimating the velocity correlation and its integral, reliance on the mean-square displacement method is probably justified.

## E. Velocity fluctuations

Velocity fluctuations in sedimenting suspensions have been investigated by many authors motivated by the predicted divergence with container size at low Reynolds numbers. The current understanding of this matter is summarized in the review [10]. Since our domain size is fixed, we cannot comment on this aspect.

Our results for the particle velocity fluctuations normalized by the particle terminal velocity $w_{t}$ (not shown) confirm those presented in [8] in their common Reynolds number range. We find a peak at our second lowest volume fraction $(\phi=17.5 \%)$ and a decrease thereafter. Figure 14 shows the present results normalized by $\tilde{u}$ rather than $w_{t}$. With this normalization the fluctuations increase with $\phi$ and appear to saturate at our largest volume fraction $\phi=34.9 \%$. The different trends obtained with the two normalizations depend


FIG. 14. Particle velocity fluctuations in the vertical (left) and horizontal (center) directions; the last panel is the ratio of the two and indicates a marked anisotropy. The symbols denote the different particle-to-fluid density ratio: $\rho_{p} / \rho_{f}=2$ (asterisks), 3.3 (squares), 4 (circles) and 5 (triangles).
on the fact that, while $\tilde{u}$ decreases with concentration, $w_{t}$ is independent of the particle concentration. At the larger Reynolds numbers they studied, $R e_{t}=20$, [31] found a very slow decay of $\left\langle w_{z}^{2}\right\rangle / w_{t}^{2}$. We find similar results in our higher Reynolds number range for all the volume fractions we simulated.

The last panel in figure 14 is the ratio of the vertical and horizontal velocity fluctuations. There is a marked anisotropy with a minimum around $\phi=26.2 \%$ which, not coincidentally, occurs at the same volume fraction where the anisotropy of the diffusivities is also a minimum.

In figure 9 of the Supplemental Material, the velocity fluctuations encountered in this study are compared with those available in the literature at Reynolds numbers of order $10^{-4}-10^{-3}$ summarized in figure 4 of Ref. [10]. Qualitatively, the fluctuations that we calculate tend to be significantly smaller (by about a factor of two) than those found at small Reynolds numbers. A plausible explanation of this difference is that, at small Reynolds number, the region of fluid affected by a particle is not mostly limited to the wake, as at finite Reynolds number, but extends much farther out thus affecting many more particles.

## IV. TETRADS

Some interesting information on the behavior of the system under consideration can be obtained by a study of the time evolution of the shape and orientation of groups of four
particles - particle tetrads. This study enables us to probe the small-scale dynamics of the particulate phase beyond the one- and two-particle information considered up to this point. Studies of this type have been carried out e.g. in polymer science [see e.g. 32, 33], in the theory of random walks [see e.g. 34], single-phase turbulence [see e.g. 35-38] and other areas [see e.g. 39].

## A. Tetrad geometry

Several different ways of investigating tetrad geometry have been proposed [see e.g. 38]. We use an approach common in the polymer literature [32, 34] in view of its intuitive appeal.

At each instant of time, we define a coarse-grained velocity gradient tensor $\mathrm{M}_{j i}$ around the instantaneous center of each tetrad by minimizing the quantity[38]

$$
\begin{equation*}
K=\sum_{n=1}^{4} \sum_{i=1}^{3}\left[\left(w_{i}^{n}-\bar{u}_{i}\right)-\sum_{j=1}^{3}\left(x_{j}^{n}-\bar{x}_{j}\right) \mathrm{M}_{j i}\right]^{2} \tag{16}
\end{equation*}
$$

in which $x_{i}^{n}$ and $w_{i}^{n}$ represent the $i^{t h}$ component of position and velocity of the $n^{t h}$ particle in the tetrad and

$$
\begin{equation*}
\bar{x}_{i}=\frac{1}{4} \sum_{n=1}^{4} x_{i}^{n}, \quad \bar{w}_{i}=\frac{1}{4} \sum_{n=1}^{4} w_{i}^{n} \tag{17}
\end{equation*}
$$

are the position and velocity of the center of the tetrad. The velocity gradient tensor $M_{j i}$ that minimizes $K$ is the solution of the linear system

$$
\begin{equation*}
\sum_{k=1}^{3} \mathrm{G}_{i k} \mathrm{M}_{k j}=\mathrm{W}_{i j} \tag{18}
\end{equation*}
$$

in which $\mathrm{G}_{i k}$ is the shape (or gyration) tensor [32, 33, 40]

$$
\begin{equation*}
\mathrm{G}_{i j}=\frac{1}{4} \sum_{n=1}^{4}\left(x_{i}^{n}-\bar{x}_{i}\right)\left(x_{j}^{n}-\bar{x}_{j}\right), \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{W}_{i j}=\frac{1}{4} \sum_{n=1}^{4}\left(x_{i}^{n}-\bar{x}_{i}\right)\left(w_{j}^{n}-\bar{w}_{j}\right) . \tag{20}
\end{equation*}
$$

The eigenvectors of the shape tensor

$$
\begin{equation*}
\mathbf{G} \mathbf{v}_{k}=\lambda_{k} \mathbf{v}_{k} \tag{21}
\end{equation*}
$$

with $\lambda_{k}$ the respective eigenvalues, identify the principal axes of the tetrad orientation. For an isotropic tetrad, $\lambda_{1}=\lambda_{2}=\lambda_{3}$. The normalized eigenvalues

$$
\begin{equation*}
I_{k}=\frac{\lambda_{k}}{3 \bar{\lambda}} \tag{22}
\end{equation*}
$$

are defined in terms of the mean value $\bar{\lambda}=\frac{1}{3}\left(\lambda_{1}+\lambda_{2}+\lambda_{3}\right)$. The deviation of the normalized eigenvalues from $1 / 3$ provides a measure of the anisotropy of the shape tensor.

The antisymmetric part of the velocity gradient tensor describes the rotation of the tetrad, while the symmetric part $\mathrm{S}_{i j}=\frac{1}{2}\left(\mathrm{M}_{i j}+\mathrm{M}_{j i}\right)$, on which we focus, carries information on its deformation. The eigenvectors $\mathbf{s}_{k}$ of $S$ are the directions of the principal axes of strain.

The primary measure of the tetrad size is the radius of gyration $R_{G}$ defined by

$$
\begin{equation*}
R_{G}^{2}=\operatorname{Tr}\left(\mathrm{G}_{i j}\right)=\lambda_{1}+\lambda_{2}+\lambda_{3}=3 \bar{\lambda} \tag{23}
\end{equation*}
$$

The shape of the tetrad can be further characterized by two dimensionless parameters, the shape variance $\Delta$, also called "relative shape anisotropy," and the shape factor $S$. The shape variance is defined as

$$
\begin{equation*}
\Delta=\frac{3}{2} \frac{\operatorname{Tr}\left(\hat{\mathrm{G}}_{i j}^{2}\right)}{\left(\operatorname{Tr} \mathrm{G}_{i j}\right)^{2}}, \tag{24}
\end{equation*}
$$

where $\operatorname{Tr}\left(\hat{\mathrm{G}}_{i j}^{2}\right)=\sum_{k=1}^{3}\left(\lambda_{k}-\bar{\lambda}\right)^{2}$ is proportional to the variance of the eigenvalues of the deviatoric part of $\mathrm{G}_{i j}$, defined by $\hat{\mathrm{G}}_{i j}=\mathrm{G}_{i j}-\bar{\lambda} \delta_{i j}$. It can be shown that $0 \leq \Delta \leq 1$ [33]. For a spherically symmetric particle arrangement the shape variance vanishes, while it reaches its maximum value 1 when the centers of the four particles fall on a straight line; for a right tetrad with three isosceles triangles $\Delta=1 / 9$. The shape factor $S$ is defined by

$$
\begin{equation*}
S=27 \frac{\operatorname{det}\left(\hat{\mathrm{G}}_{i j}\right)}{\left(\operatorname{Tr}\left(\mathrm{G}_{i j}\right)\right)^{3}}, \tag{25}
\end{equation*}
$$

where $\operatorname{det}\left(\hat{G}_{i j}\right)=\prod_{k=1}^{3}\left(\lambda_{k}-\bar{\lambda}\right)$. It can be shown that $-\frac{1}{4} \leq S \leq 2$ [33]. For a prolate particle arrangement $\lambda_{1}>\bar{\lambda}>\lambda_{2}, \lambda_{3}$ and $S$ is positive while, for an oblate arrangement with $\lambda_{1}, \lambda_{2}>\bar{\lambda}>\lambda_{3}, S$ is negative.

## B. Tetrad Initialization

At the initial instant of each realization we select four-particle groups with an initial distance between any two particle centers between slightly less than $2 a$ (to account for the

TABLE IV. Number of tetrads tracked for each case

| $\phi$ | $\rho^{*}$ | \# of Tetrads |
| :---: | :---: | :---: |
| 0.087 | $[2,3.3,4,5]$ | $[1376,2871,3569,4332]$ |
| 0.175 | $[2,3.3,4,5]$ | $[34327,52686,61903,67910]$ |
| 0.262 | $[2,3.3,4,--]$ | $[104230,174862,197487,--]$ |
| 0.349 | $[2,3.3,--,--]$ | $[84339,232426,--,--]$ |

very small overlap occurring during collisions) and $2.5 a$. To ensure a reasonable degree of isotropy in the initial tetrad configuration we only use tetrads with an initial shape variance of $\Delta \leq 0.15$. These choices strike a balance between the number of tetrads sufficient for statistical convergence and the removal of a significant contamination by anisotropic structures.

In view of the triply periodic nature of the simulation, we prefer not to follow the tetrads much beyond the time when the average radius of gyration exceeded $20 a$, the shortest dimension of our computational domain. Since this criterion was applied to the average radius of gyration rather than to each individual tetrad, one would expect that the radius of gyration of some tetrads would have exceeded $20 a$. However, this is not a serious concern because, as will be seen below, tetrads tend to elongate in the vertical direction, in which the domain size is $60 a$ and, furthermore, one can account for a particle exiting the computational domain simply by adding the width of the domain to the position of its image inside the domain. Since the time to reach $\left\langle R_{G}\right\rangle=20 a$ was shorter than the duration of the simulations, we carved up each simulation into several portions that were used to populate the ensemble over which averages were calculated. The time necessary for a doubling of $\left\langle R_{G}\right\rangle$ was used to define the interval between the starts of successive portions. The number of tetrads tracked in this way for each set of parameters is presented in Table IV.

## C. Shape evolution

Results from simulations with different particle densities are represented by different colors: gray for $\rho_{p} / \rho=2$, green for $\rho_{p} / \rho=3.3$, red for $\rho_{p} / \rho=4$ and blue for $\rho_{p} / \rho=5$; increasing volume fractions are indicated by increasing color saturation. In the presentation


FIG. 15. Time dependence of the normalized mean tetrad radius of gyration defined in (23); $\rho_{p} / \rho_{f}$ $=2$ (gray), 3.3 (green), 4 (red) and 5 (blue).
of results used here time is non-dimensionalized by $d / \tilde{u}$, and results for the same particle density, but different volume fraction, essentially superpose so that lines with different hues are barely distinguishable. This collapse shows the effectiveness of the Richardson-Zaki factor $(1-\phi)^{n-1}$ appearing in the definition (3) of $\tilde{u}$ in accounting for the effect of volume fraction. In figure 10 of the Supplemental Material we non-dimensionalize time by the diffusive scale $d^{2} / \nu$ and the effect of volume fraction is more clearly visible.

## 1. Mean

The radius of gyration averaged over all tetrads is shown as a function of the scaled dimensionless time $t \tilde{u} / d$ in figure 15. The horizontal black dashed line identifies the length of the smallest dimension of the computational domain and the other dashed line has a slope $1 / 2$. The time scale $d / \tilde{u}$ does a good job of collapsing all the results not only for different volume fractions, but also very nearly for different particle densities, while it is found that the a characteristic time based on the granular temperature does not (not shown).

The tetrads maintain a size close to the initial one for the time required to move by one or a few diameters relative to the fluid, indicating that the constituent particles are still experiencing a similar flow environment and similar hydrodynamics forces. This corresponds to the ballistic regime in the right panel of figure 8 . At $\tilde{u} t / d \sim 5$, at which time $R_{G}$ has grown to approximately $1.5 d$, the radius of gyration enters a diffusive growth regime proportional


FIG. 16. Time dependence of the normalized eigenvalues of the shape tensor, (22); $\rho_{p} / \rho_{f}=2$ (gray), 3.3 (green), 4 (red) and 5 (blue).
to $\sqrt{t}$. This is approximately the time when the horizontal diffusivity approaches a constant value as shown in the left panel of figure 7 . It is interesting that the time scale used here collapses the results also in the intermediate period between the ballistic and diffusive regimes. This feature must depend on the relative smallness of the velocity fluctuations compared with the mean relative velocity with respect to the liquid already found in figures 1 and 14.

The normalized shape eigenvalues (22) averaged over all the tetrads are shown in figure 16. After a short initial time $\tilde{u} t / d \sim 1$, during which the tetrads remain close to their initial shape, the normalized eigenvalues start evolving until they reach approximately steady values around $\tilde{u} t / d \sim 10$. The curves corresponding to different Galilei numbers collapse reasonably well, but not as well for different $\phi$. The numerical values of the $\left\langle I_{k}\right\rangle$ 's show that the initiallyregular tetrads evolve into thin elongated structures at long times. Interestingly, the same trend is found in single-phase homogeneous turbulent flow [38, 41]. The author of the latter reference attributes this result to a diffusive process with a separation-dependent diffusivity á la L.F. Richardson [42]. Around $\tilde{u} t / d \sim 10^{2}$, we begin to see a departure from the steady state that corresponds to $\left\langle R_{G}\right\rangle$ approaching the shortest dimension of the computational domain.

The behaviors of the shape variance $\Delta$ and shape factor $S$, shown in figure 17 , are compatible with this interpretation. The asymmetry parameter $\Delta$ reaches a value of approximately


FIG. 17. Time dependence of the shape variance $\Delta$, (24), and shape factor $S$, (25); $\rho_{p} / \rho_{f}=$ 2 (gray), 3.3 (green), 4 (red) and 5 (blue). Increasing hue saturation corresponds to increasing particle volume fraction (see Supplemental Material [12]).
0.6, which is compatible with a very small third eigenvalue, i.e., with the particles forming a thin tetrad. The shape factor reaches a steady state value of $S \approx 0.75$, indicating prolate shapes, as also demonstrated by the normalized eigenvalues of figure16.

The shape and symmetry of the tetrads remain approximately constant up to $\tilde{u} t / d \sim 1$. Over the following decade of time, the tetrads change shape rapidly, ultimately reaching approximately steady values around $\tilde{u} t / d \sim 10$. The appearance of all these figures changes from $\tilde{u} t / d \sim 100$ onward, probably an effect of the tetrad size approaching or exceeding the dimensions of the computational domain.

## 2. Shape Alignment

The alignment $\mathbf{e}_{z} \cdot \mathbf{v}_{k}(t)$ of the tetrad principal axes with $\mathbf{e}_{z}$, the direction of gravity, is shown in figure 18. The initial value of this quantity, close to 0.5 , indicates that the initialization of the tetrads is not preferentially aligned with any direction. With time, the tetrad's largest principal axis tends to become preferably aligned with gravity and the cosine of the angles that the intermediate and minor axes form with gravity decreases indicating a tendency toward a horizontal arrangement. Up to $\tilde{u} t / d \sim 5-10$, however, the average of $\mathbf{e}_{z} \cdot \mathbf{v}_{k}(t)$ does not deviate very much from 0.5 . This effect indicates that, initially, the tetrads mostly respond to the local flow conditions, with gravity emerging only later as a


FIG. 18. Time dependence of the alignment of the tetrad principal axes with gravity. Colors refer to different particle-to-fluid density ratios: $\rho_{p} / \rho_{f}=2$ (gray), 3.3 (green), 4 (red) and 5 (blue). Increasing hue saturation corresponds to increasing particle volume fraction (see Supplemental Material [12]).


FIG. 19. Time dependence of the alignment of the tetrad principal axes with the principal rate of strain at the initial instant corresponding to the largest eigenvalue. Colors refer to different particle-to-fluid density ratios: $\rho_{p} / \rho_{f}=2$ (gray), 3.3 (green), 4 (red) and 5 (blue). Increasing hue saturation corresponds to increasing particle volume fraction (see Supplemental Material [12]).

## dominant factor in the determination of their shape.

Figure 19 shows the alignment $\mathbf{v}_{k} \cdot \mathbf{s}_{1}(0)$ of the principal shape axes with the initial principal strain axis. At initialization, the tetrad shape is uncorrelated with the local particle field strain direction and the average value of the cosine is about 0.5 . As the particles in
the tetrad adapt to local conditions, however, the major, intermediate, and minor principal shape axes begin to align with their respective counterparts of the principal strain axes. Comparison with figure 18 shows that this process occurs before the shape principal axis $\mathbf{v}_{1}$ has had a chance of aligning with gravity, which suggests that the origin of this alignment is kinematic rather than dynamic. This is another interesting point of contact with singlephase homogeneous turbulence [38]. Unlike that case, however, we found little indication of preferential alignment of the angular velocity of the tetrads with the eigenvector corresponding to the middle eigenvalue of the strain tensor. It appears therefore that analogies that we have encountered are mostly due to kinematical effects, whereas the alignment of the angular velocity depends on dynamical features specific to single-phase turbulence. Eventually, near the onset of the diffusive behavior, the principal directions and strain become unaligned as the local conditions that generated the initial strain evolve.

A consideration of figures 15 to 19 together shows the presence of three distinct phases of the tetrads' evolution. In the first one, up to $\tilde{u} t / d \sim O(1)$, very little is happening: over times of this length the particle move a distance of the order of their diameter and there is little evolution of their shape. In a second phase, up to $\tilde{u} t / d \sim O(10)$, the complexity of the mutual interactions gradually pushes the quantities characterizing the tetrads toward an approximately steady state with prevalent stretch along the initial principal strain axis; this dynamics acquires a diffusive character under the action of the relatively small mutual disturbances. Finally, for later times, diffusion continues, but the effect of gravity becomes determinant and the principal shape axis tends to align vertically.

## V. SUMMARY AND CONCLUSIONS

In this paper we have studied the settling of equal spheres suspended in an upward fluid motion extending the parameter range with respect to that used by previous investigators. By and large our results agree with previous ones for the quantities investigated earlier and the parameter ranges where there is an overlap. A new feature identified in this study is the tendency toward particles clustering as revealed by the large excursions above and below the mean value of the square of the mean particle velocity fluctuations.

We have studied particle collisions comparing the results with those of the kinetic theory of granular gases. Another feature of this work that has not been considered before is the time
evolution of tetrads, arrangements of four particles. Initially the size and orientation of the tetrads is little affected by the fluid motion, but eventually they evolve into thin, elongated structures preferentially aligned with the direction of gravity. This result is in agreement with the markedly anisotropic nature of the particle diffusivity and velocity fluctuations, which are larger in the vertical than in the horizontal direction. The transition toward an anisotropic structure occurs on the same time scale as the initial ballistic regime of the particles displacement is replaced by a diffusive regime.

It may be hoped that results of the type we have presented will foster the formulation of useful reduced descriptions of particle-fluid systems. We have taken a small step in this direction in an earlier paper [13] in which we have shown that the averaged-equation theory for kinematic waves can be recovered from the results of resolved simulations. Much work remains to be done however. The smoothening out of the statistical fluctuations of resolved simulations, while leaving the effect of the most important physical processes intact, is still an unsolved problem. For example, if an efficient and accurate method can be developed for this purpose, it will be possible to examine in detail the proposed closure relations of averaged-equation models and judge their validity. By gradually increasing the particle density with respect to that of the fluid one may hope to gain an understanding of the nature of the instabilities affecting gas-particles fluidized beds and the manner in which these instabilities are contained in the reduced equations models. A valuable outcome of these efforts would be an understanding of the correct way in which the many non-hyperbolic reduced-description models in existence should be rendered well-posed.
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