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Due to the inherent nonlinearity of fluid dynamics, a large class of oscillating flows gives rise
to rectified effects of steady motion. It has recently been shown that particle transport in such
flows leads to differential displacement and efficient sorting of microparticles. Here we present a
model that generalizes a Maxey-Riley like equation for particle motion, incorporating important
viscous and inviscid effects near oscillating interfaces and efficiently bridging the acoustofluidic
and microfluidic approaches. Resulting in direct predictions for particle motion on slower time
scales, the model predicts a richer and qualitatively different behavior from that expected from
simplified radiation-force formalisms: depending on experimental control parameters, the net effect
of interfacial oscillation can be either an attraction to or a repulsion from the interface, and particles
can be captured at a fixed distance or released. These results are verified in comparison with
experiments.

I. INTRODUCTION

Despite the prevalence of small Reynolds numbers, inertia has recently been acknowledged as an important player
in microfluidics applications. Inertia has been discussed extensively in two main contexts: the inertial migration of
particles due to steady shear flow gradients [1, 2], and acoustofluidics, where the particle is exposed to the oscillatory
flow in acoustofluidic waves, see e.g [3]. While acoustofluidic forces are used in applications and well-understood in
the inviscid limit for particles in isolation [4], different theories with contradictory predictions about the magnitude
and direction of forces have been proposed when viscous effects become important [5][6].

More recently, a third complex of microfluidics applications has been discussed that is concerned with particles in
incompressible flows near oscillating interfaces. Perhaps the simplest class of these flows is set up by cylindrical or
spherical bubbles of radius ab that oscillate with a small amplitude εab, ε� 1. Particles near such bubbles often get
attracted towards the interface [7–9], while in other situations differential repulsion has been noted [10–13]. Related
work concerns acoustic interactions between bubble-driven microswimmers [14]. In many of these cases, attractive
forces have been attributed semi-quantitatively to the “Secondary Radiation Force (SRF)” on a spherical particle
in the far field of a radial standing acoustic wave [15–17]. This effect has been discussed in a variety of scenarios,
(cf.[18, 19]), but there has been no attempt, to the authors’ knowledge, to systematically include force contributions
beyond SRF, or unify this concept with that of repulsive forces. In the context of particles near oscillating interfaces,
the unmodified use of SRF may not be appropriate, as the particle is not in a standing acoustic far field, but is
exposed to an incompressible oscillatory flow that is strongly influenced by the nearby interfacial geometry as well as
by viscous effects.

Numerous publications [5, 6, 20, 21] have described the force on a particle in an acoustic setting, but they do
not capture the effect of a nearby interface and/or assume a very specific form of the background flow field. In the
spirit of previous work [22], the present work incorporates the aforementioned effects in the context of a Maxey–
Riley-like formalism [23], aiming for a flexible tool to efficiently predict particle motion in a variety of oscillating
flows. Section II generalizes a previous approach of time-scale separation to incorporate important density-dependent
and inertial effects. In section III we discuss the predicted impact of the effects on particle manipulation (attraction
or repulsion). Section IV compares the results with a specific set of experimental data and elucidates previously
unexplained phenomena for particles near interfaces. In section V it is pointed out that, even far from interfaces, the
present formalism agrees with, and sheds light on, inviscid and viscous versions of acoustofluidic forces. Conclusions
are presented in section VI.
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II. PARTICLE EQUATION OF MOTION NEAR AN INTERFACE

In order to address the issues alluded to above we have proposed a new approach [22] where the motion of a particle
near an oscillating interface is modeled by a modified version of the Maxey–Riley equation [23], which is an ODE for
motion of a rigid sphere (radius ap, density ρp) of mass mp = (4/3)πρpa3

p placed in a general incompressible, known
background flow field u(r, t) (present without the particle). The current work aims at incorporating additional effects
into this Maxey–Riley approach and derive the rectified particle motion on time scales longer than the oscillation
period for a wide variety of scenarios, in order to assess the qualitative and quantitative impact on the particle
position dependent on parameters like density contrast, particle size, or driving frequency. Despite the wider scope,
we aim to maintain the character of an explicit equation of motion for the position of the particle center rp(t), in
which the known flow field u, together with its derivatives, is instantaneously evaluated at rp(t). In particular, this
excludes non-local or history effects. This approach necessitates additional approximations, but yields a versatile
equation that can be readily applied to a multitude of situations and yields straightforward ODE solutions for particle
trajectories.

Following [24], we will decompose the hydrodynamic force into inviscid and viscous contributions FH = FHi + FHv
and discuss additional effects that modify these terms in the case of our interest.

A. Correction terms and approximations

The original derivation of Maxey and Riley [23] is valid for a spherical particle of radius ap with small inertia; specif-
ically, (i) the particle Reynolds number based on a typical difference velocity between particle speed and background
flow must be small, and (ii) the background flow must satisfy the small Stokes number condition a2

pU0/(νL0) � 1,
where U0 and L0 are the velocity and gradient scales of u, and ν the kinematic viscosity. In specializing the problem
to periodic flows induced by the oscillation with angular frequency ω of an interfaces with finite curvature scale (e.g.
a bubble of radius ab), we identify L0 = ab and U0 = εabω, so that the latter condition can be written as ελ � 1,
where we define the inertial parameter λ = 1

3
a2
pω

ν [22]. A third, natural condition is (iii) assuming the particle to be
small compared to the scale of the interface, i.e., ap/ab � 1.

A consequence of the oscillatory nature of the flows is that time averages of first-order forces in ε will vanish,
while second-order rectified terms will persist as steady effects. In particular, O(ε2) inertial effects are not necessarily
negligible (for appreciable Reynolds number of the primary oscillating flow), so that an original approximation from
[23] neglecting second-order terms in FHi involving the perturbation flow induced by the presence of the particle is
not generally valid. In [24], the effect of such terms was worked out; in addition to the terms of advective inertia
already present in the Maxey-Riley equation, and using mf = mpρf/ρp, this yields

FHi ≈ −
1
2mf

(
dvp
dt
− Du
Dt

)
+mf

Du
Dt

+ 1
3mfa

2
p∇u : ∇ (∇u) , (1)

where the last term on the right-hand side represents the second-order effect of the perturbation flow. This term
will turn out to be of considerable, and sometimes dominant, size for small distances between the particle and the
oscillating interface, which is the main interest of this study. A term proportional to ∇2u has been neglected, as the
primary oscillatory flow (of appreciable Reynolds number) is nearly irrotational, so that ∇2u is negligible.

The proximity of the interface also introduces important modifications in the viscous part of the force, as was
previously shown in [22]. It is well known that the viscous hydrodynamic force on a sphere depends on the distance
to the interface, interpolating between the usual Stokes drag far away and a lubrication expression nearby [25]. In
[22], the forces were only appreciable at very small separation distance, so that the expression was always dominated
by lubrication drag. However, in the present publication we will be concerned with both small and large separation
distances; therefore, we acknowledge in the model that the action of the viscous lubrication term in the oscillatory
flow is confined to separation distances less than the Stokes boundary layer thickness δS =

√
2ν/ω. This confinement

has been described in various oscillating-flow lubrication problems with both no-slip and stress-free interfaces [26–28].
For an interface of characteristic radius of curvature ab, we identify the center of curvature with the origin (see Fig. 1)
and combine the Stokes and lubrication expressions [22], so that

FHv ≈ −6πνρfap

drp
dt
− u +H

(
h(rp, t)
δS

) ap

(
drp
dt · er −

∂rb
∂t

)
nBh(rp, t)

er

 (2)

where rb(θ, t) is the radial position of the point on the oscillating interface nearest the particle and h(rp, t) = rp · er −
rb−ap used in the lubrication term is the separation distance between the surfaces of particle and interface (cf. Fig 1).
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The integer nB depends on the boundary condition at the interface: nB = 1 for no-slip, and nB = 4 for no-stress
(the case pursued for oscillating bubbles in this work). The decay of the lubrication force outside the boundary
layer is modeled by the exponential H(z) = exp(−z), consistent with the literature [27–29]. Expression (2) neglects
Faxén-term contributions proportional to ∇2u, consistent with the above approximations. We also assume that there
is negligible feedback on rb(θ, t) from the particle’s presence (small capillary numbers due to particle motion, cf. [30])

FIG. 1: Problem set-up and nomenclature for a spherical particle of radius ap near an oscillating interface (curvature
length scale ab).

Both (1) and (2) also omit contributions from the Basset-Boussinesq history force. These are known to be negligible
in a number of relevant situations [31–33]. For the current case of harmonic oscillatory flows, the history integral
becomes an explicit expression if (a) transients have died out and (b) the leading-order oscillatory motion of the particle
is harmonic translation in bulk. For this particular case, the history term reduces to well-established correction terms
in (1) and (2) [34, 35] of order λ−1/2, which are negligible in the limits of both large and small viscous effects. While
assumption (a) is sustainable, we focus here on forces on particles not in bulk, but near an interface, so that we
omit these terms altogether and defer a discussion to Section V, where we evaluate forces at large distance from the
interface.

Another effect of order λ−1/2 is the Saffman lift for particles traversing shear gradients, considered e.g. in Chong
et al. [31]; in the present work, we will exclusively deal with particles moving parallel to the flow field, and thus omit
this term. In summary, we shall use

FH ≈− 6πνρfap

(drp
dt
− u

)
+H

(
h

δS

) ap

(
drp
dt · er −

∂rb
∂t

)
nBh(rp, t)

er


− 1

2mf

(
d2rp
dt2
− Du
Dt

)
+mf

Du
Dt

+ 1
3mfa

2
p∇u : ∇ (∇u) (3)

as our approximation for the force governing particle motion near an interface. Defining dimensionless variables
r̃p = rp/ab, t̃ = ωt, and ũ = u/U0, we use (3) to obtain an ordinary differential equation that describes a wide variety
of oscillatory particle dynamics,

λ (κ̂+ 1) d
2r̃p
dt̃2

+
(

I +H

(
h̃

δ̃

)
γerer
h̃(r̃p, t)

)
· dr̃p
dt̃

= ε

[
λ

(
∂ũ
∂t̃

+ εũ · ∇̃ũ
)

+ 2
9ελn

2
Bγ

2∇̃ũ : ∇̃
(
∇̃ũ
)

+ ũ +H

(
h̃

δ̃

)
γ

h̃(r̃p, t̃)
∂r̃b
∂t̃

er
]

r̃p

(4)

where we have introduced γ ≡ ap/(nBab) � 1 and δ̃ = δS/ab, and the density contrast κ̂ = 2
3

(
ρp
ρf
− 1
)

, while
h̃(r̃p, t) = r̃p − r̃b − nBγ is the dimensionless particle-interface separation distance. Our discussion goes beyond [22]
because (4) contains additional correction terms and because we will not restrict ourselves to κ̂ = 0. Thus, the
dynamics of the particle r̃p(t̃) depend on moments of the undisturbed background fluid velocity at the particle center,
the motion of the bubble interface, and the independent dimensionless parameters ε, γ, κ̂, δ̃ and nB ; we note that λ
is related to these by λ = 2/(3n2

Bγ
2δ̃2).
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B. Time-scale separation and the radial problem

The most extensive set of quantitative experimental data available for comparison (see section IV) concerns an
interface with almost purely radial oscillations. Thus, we project (4) onto the radial direction and obtain a simpler
equation using the radial velocity ũ. Such a purely radial oscillation does not give rise to any steady streaming
flow [36], so that the non-trivial rectification effects of particle motion studied here can be studied in isolation from
streaming transport, which in more general flows would be a further consequence of the oscillations. We do allow
for an externally imposed steady Lagrangian component of flow εũL in addition to the oscillatory ũosc, so that
ũ = ũosc(r, τ) + εũL(r) = ũ0(r)eit̃ + εũL(r), where ũ0(r) is the spatial dependence of the oscillatory part. The factor
ε anticipates the relative scaling of these flows. We make analytical progress using time scale separation, introducing
the slow time scale T̃ = ε2t̃ and expanding (4) to second order in ε, seeking a solution as

r̃p(t̃, T̃ ) = r̃p0(t̃, T̃ ) + εr̃p1(t̃, T̃ ) + ε2r̃p2(t̃, T̃ ) + ... (5)

The procedure follows [22] closely, taking into account the additional terms, extracting a leading-order equation for
r̃p0 dependent on the slow scale T only (the scale t is averaged out). Details of the derivation are found in Appendix A.

In the following, we will drop all tildes for clarity. The resulting equation is an overdamped (first order in time)
ODE for the particle position representing a quasi-steady force balance involving only the instantaneous undisturbed
flow field:

−FD = FR + Fρ + Fi,2 ≡ Fλ , where

FD =
(
uL −

h0 +H0γ

h0

drp0

dT

)
,

FR =
(
H0γλ

(−1 + u0(rp0))u′0(rp0)
2

h0(κ̂+ 2) +H0γ

(h0 +H0γ)2 + h2
0λ

2(κ̂+ 1)2

)
,

Fρ =
(
κ̂λ
u0(rp0)u′0(rp0)

2 h0
h0
(
λ2(κ̂+ 1)− 1

)
−H0γ

(h0 +H0γ)2 + h2
0λ

2(κ̂+ 1)2

)
,

Fi,2 =
(

1
9λn

2
Bγ

2
(

2u0(rp0)
r2
p0

(
u′0(rp0)− u0(rp0)

rp0

)
+ u′0(rp0)u′′0(rp0)

))
.

(6)

Every non-dimensional force term can be made dimensional by multiplying with the Stokes drag scale FS ≡
6πνρfapε2abω.

In (6), h0 = rp0 − 1− nBγ is the average of the separation distance h over an oscillation cycle, H0 = H(h0/δ), and
all the flow quantities are evaluated at the particle position. FD is the drag force acting on the particle, whereas FR
results from inertial rectification terms independent of κ̂ and repels the particle from the interface if u0 decays with
r (as is physically reasonable for most flow fields). While these two contributions have been explained in a previous
publication [22], the last two terms are novel and add attractive forces to the scenario. The force Fρ is proportional
to the density contrast (κ̂) and particle inertia (λ) parameters; it is attractive for κ̂ > 0 and λ >∼ 1. This term
decays more slowly with r near the interface compared to the inertial rectification term and typically overwhelms it at
distances h0 ≥ γ. The last term, Fi,2, represents the inviscid correction of [24] (last term in (1)), which always attracts
the particle towards the interface regardless of κ̂, but decays more strongly with r since it depends on higher-order
derivatives of the flow field.

Having completed the time-scale separation, we verify that the rp0(T ) dynamics resulting from (6) agrees with the
full unsteady numerical solution of (4) for a range of parameter combinations (λ, κ̂ and γ). Anticipating comparison
to an experimental situation where a bubble oscillates in a spherical breathing mode, we set u0(r) = 1/r2, nB = 4 and
solve both equations, first assuming uL = 0. Figure 2 illustrates this agreement for two representative cases, showing
repulsion for light particles in Figure 2a and attraction towards a fixed-point distance for density matched particles
in Figure 2b. The existence of fixed points for rp0 can be assessed by evaluating the net inertial force Fλ. Figure 2c
graphs Fλ for the two representative cases, showing that the first is unconditionally repulsive (Fλ > 0 for all r) while
the second has a stable fixed point at some surface-to-surface distance hs, where drp0/dT = 0.
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FIG. 2: Comparison of slow-time (steady, Eq.(6)) and oscillatory (unsteady, Eq.(4)) numerical solution for ε = 0.1,
γ = 0.026, rp(0) = 1.36 and r′p(0) = εu0(rp(0), 0) = 0.054 (with uL = 0, nB = 4): (a) κ̂ = −0.06 (particle lighter than
fluid), λ = 10; (b) κ̂ = 0 (density matched), λ = 10; (c) Total steady force on the particle as a function of interface
separation, showing no fixed points for the repulsive case (a) and a stable fixed point for the attractive case (b).

We can estimate the magnitude of hs by expanding Fλ for λ� 1, γ � 1, and |κ̂| � 1 (the situation reflecting the
most common range of experimental parameters modeled here) and obtain

hs ≈
(2γ)3/2

(32γ2 + κ̂)1/2λ
. (7)

For approximately density-matched particles this further simplifies to the estimate hs ∼ γ1/2/(4
√

2λ). Thus, for
typical parameters in oscillator experiments (where often λ� 1) the equilibrium distance is expected to be extremely
small compared with the interface scale, and typically even compared with the particle scale. This shows (i) that the
inclusion of a lubrication force term is important to explain particle behavior near an equilibrium point and (ii) that
it should be experimentally feasible to stably position particles at extraordinarily close distances to the interface.

III. PARAMETER DEPENDENCE OF THE FORCES

Since (6) is a first-order ODE, it is easily integrated numerically for many parameter combinations to construct a
phase diagram in order to predict the behavior of a particle executing oscillatory motion in a radial flow field (with
uL = 0). One expects any such flow field to be dominated by the lowest-order oscillation mode – therefore, as in the
above example, we will fix the flow to the monopolar field u0 = 1/r2 (induced by a spherical bubble in breathing
mode, so that nB = 4). The practically relevant question is then whether there is attraction to or repulsion away
from the interface depending on parameters. As explained above, the physical distinction is between cases where
there are no fixed points (Fλ is always positive, and thus repulsive) and cases where a stable fixed point exists (cf.
Fig. 2c), with the force being attractive for h > hs. By continuity, there will be a range of parameters in between
these cases where two fixed points (one stable, one unstable) exist so that Fλ < 0 for a finite range hs < h < hu while
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still Fλ(r → ∞) > 0. It can be shown, however, that this regime of a finite range of attraction is small and always
closely adjacent to the critical points where hs = hu = hc. The latter condition of the double fixed point requires the
simultaneous fulfillment of

Fλ(hc) = 0 , F ′λ(hc) = 0 . (8)

In the following phase diagrams, we choose our axes as the easiest parameters to change independently in experiment:
particle size (i.e., γ) and density contrast (i.e., κ̂). The relative importance of viscosity on the particle is quantified by
the dimensionless boundary layer thickness δ =

√
2ν
a2
b
ω

. We first determine a phase diagram for fixed δ: Finding pairs
of (γ, κ̂) values that solve (8) yields the red curves in Fig. 3a and 3b, which show that two separate regions of net
repulsion exist (for κ̂ and γ both small or both large), separated by a contiguous region of attraction. We quantify
the behavior in the attractive and repulsive regions differently: In Fig. 3a, we show the separation distance hs at the
stable fixed point position. Note that these values tend to be very small (small fractions of the oscillator radius ab,
and for realistic parameters often in the sub-micron range). By contrast, for the repulsive region Fig. 3b shows the
time (in slow time units 1/(ε2ω)) required for a particle initially touching the interface to traverse its own diameter
2ap. This is a time that may be relevant in experiments in which particles are supposed to be separated by size. As
the phase plot shows, these times quickly become very small even a short distance away from the phase boundary
between attraction and repulsion. In summary, the forces exerted on the particles effect their displacement quickly
and efficiently.

FIG. 3: Phase diagrams of particle behavior as a function of γ and κ̂; (a), (b) have fixed δ = 0.022. (a) Attractive
case: contours indicate the fixed-point equilibrium distance hs between particle and interface; the red line is the
boundary for existence of fixed points from (8). The black dot identifies the experimental parameters of section IV.
(b) Repulsive case: contours indicate the time T2ap for a particle near touching the interface to traverse a distance
2ap. (c) Boundary between the attractive and repulsive cases for different δ. The dot-dashed and dashed lines give
the analytical predictions based on the sign change of Fρ and the balancing of the terms Fρ and Fi,2, respectively (see
the text for more details).

Figure 3c demonstrates that this scenario does not qualitatively depend on the exact magnitude of viscous effects
(changing δ). Even for much larger δ >∼ 1, this statement is valid, although the boundaries between attraction and
repulsion get pushed to regions of γ and κ̂ that are either impractical (too large density difference leads to rapid
precipitation or creaming of even very small particles) or violate conditions such as γ � 1.

Further analysis shows that the almost horizontal phase boundaries in Figs. 3 for small γ are dominated by a
sign change of Fρ, which, to leading approximation for |κ̂| � 1, is given by the condition λ = 1, translating into
γ = (3/32)1/2δ. The horizontal dot-dashed lines in Fig. 3c demonstrate the accuracy of this approximation. The
other boundary in the phase diagram results from balancing the leading order terms of Fρ and Fi,2 for λ � 1 and
hs � 1, so that the radial coordinate is rs ≈ 1 + 4γ. This obtains a boundary governed by κ̂/(κ̂+ 1) = 32γ2/(1 + 4γ)2

independent of δ, which the dashed line in Fig. 3c proves to be an accurate prediction, almost indistinguishable from
the numerically determined boundary for small δ.
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IV. PARTICLES NEAR AN INTERFACE: COMPARISON WITH EXPERIMENT

In a recent study [8], a series of experiments were performed that approximate closely the simple scenario quantified
in the previous section: A near-spherical microbubble (ab = 150µm) was placed at the wall of a microfluidic chamber,
and spherical polystyrene beads (ap = 30µm, ρp = 1050 kg/m3) were transported near the bubble by an imposed
channel flow (water, ρf = 1000 kg/m3), cf. Fig. 4a. When the bubble was driven by a Piezo transducer (f = 20− 36
kHz), it responded by nearly exclusively volumetric, small-amplitude oscillations (typically ε < 0.01); this purely radial
dynamics was intentionally set up to suppress streaming effects. Beyond a threshold (ε > εc), particles sufficiently
close to the bubble were caught and transported to a stationary position very close to the bubble interface (Fig. 4b),
from which they could be released by lowering ε below εc. We are grateful to Prof. Lee and her group for making the
data set from this experiment available to us.

FIG. 4: Experimental setup (figure modified from [8]); (a) a spherical bubble is exposed to the microchannel flow
uL and driven to volumetric oscillations by a piezoelectric transducer; (b) a spherical particle is captured at a close
distance to the bubble interface.

A. Polystyrene particle trapping/release

The channel flow past the bubble induces a steady flow component uL around the bubble, exerting a drag on the
particle, which by itself would transport the particle away from the bubble. It is the net attractive force from the
rectified oscillatory flow that successfully counteracts the drag. Assessing the parameters for a typical experimental
situation (f = 29 kHz results in λ ≈ 55, while κ̂ ≈ 0.033 and γ ≈ 0.05, and thus δ ≈ 0.022), we find that, as expected,
these parameter values lie well within the attractive regime predicted by the phase diagram from equation (6) for
uL = 0 as shown by the black dot in Figure 3a. To model this experimental scenario, we need to incorporate uL in
(6), the flow field induced by the channel flow. A strong enough uL, or small enough ε, will move the boundary of
the corresponding phase diagram such that an attractive scenario becomes repulsive to the particle.

FIG. 5: (a) Computed flow field uL around the quiescent bubble, indicating the drag FD on the particle; (b) with
volumetric bubble oscillations, the Force balance from (6) determines particle position.
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B. Theory results

We model the flow field uL as a low-Re steady flow flowing around the bubble in the downstream (x) direction,
obeying no-slip boundary conditions at the channel wall and no-stress at the bubble surface. The particle will be
located at a height yp above the wall and the flow must asymptote to the channel Poiseuille flow speed uc in the
downstream direction, uL(x → ∞, y = yp) = uc. From the rectangular channel dimensions, and the flow rate given
in [8], a Poiseuille solution is constructed (cf. [37, 38]) and the dimensional Uc at height ypab is obtained. Since
the steady part of the flow field is defined as εũL(r) (see section IIB), this translates to uc = Uc/(ε2abω); for the
experiments on the release of particles we model here, the particle is situated ≈ 75µm away from the wall, and the
asymptotic speed is Uc ≈ 7.5mm/s.

Knowing uc, the flow uL is then constructed by taking into account the no-slip boundary condition at the wall
exactly while the no-stress condition at the bubble interface is satisfied approximately using singularity flow results
from the literature [39–42]. Omitting some details, uL is obtained analytically as a sum of Stokeslet, a stresslet, and
their corresponding image systems along with a background linear shear flow that approximates the Poiseuille flow
well near the wall (cf. Fig. 5). The height of the captured particle in experiment coincides closely with the location
of the bubble equator (note the bubble is situated in a recessed pit), so that the drag force FD acts under a small
angle to the radial direction. The force is projected onto the r-direction accordingly to balance it with those force
components induced by the oscillatory flow.

FIG. 6: Force contributions for λ = 55, γ = 0.05, κ̂ = 0.033 corresponding to the experiments with ε = 0.012. Radial
distances are normalized by ab = 150µm; the dashed red line at rp = 1.2 indicates contact between particle and
bubble. (a) Forces from (6); (b) FSR and Drag force; (c) sum of forces in (a) showing two fixed points at rs and ru;
(d) Sum of forces in (b) resulting in only one unstable fixed point.

All force terms in the slow-time equation (6) are now evaluated and plotted in Fig. 6a for the aforementioned
experimental parameter values as a function of distance. The sum Fλ + uL is shown in Fig. 6c, and zeroes of
this function mark equilibrium points with zero particle velocity. The repulsive force FR leads, as expected, to the
formation of a stable equilibrium at hs, and the presence of FD induces an unstable equilibrium at hu > hs. The value
of hs is insensitive to parameter changes within the range of experiments and translates to a sub-micron gap between
bubble and particle at equilibrium, consistent with video material. Contrast this situation with a force balance that
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only contains the drag FD and the acoustic far-field secondary radiation force approximation [15–17]

FSR = − λ

r5

(
κ̂

κ̂+ 1

)
(9)

(Figs. 6b and 6d), as suggested in previous approaches [7, 8]: while the attractive force values are of similar magnitude,
there is no stable equilibrium at any finite distance from the bubble. The particle would be driven to contact with
the bubble, contradicting the experiments.

The existence of a net attractive force for the range of gap hs < h < hu explains the experiments that capture
particles approaching the bubble sufficiently closely. While the minimum approach distance for capture was not
quantified, the video data indicates that this distance is on the order of a few 10 µm, consistent with Fig. 6c. The
particle was released from the trapping when the bubble oscillation amplitude fell below εc ≈ 0.006 in experiment.
This is easily tested within the model: the force balance suggested by [8] is plotted in Fig. 6c for different values of ε.
The stable and unstable fixed points approach as ε is decreased and merge (at the analog of the phase boundary in
Fig. 3a) when ε = εc ≈ 0.007, in good agreement with the observed value. Unlike in Fig. 6d, which again depicts the
balance of FD and FSR only, our model shows that the equilibrium point is lost at a finite distance from the bubble
surface as ε is decreased – dimensionally, the particle-bubble distance is still very small at this point, h0 ≈ 1.5µm.
It should be noted that the magnitude of the modeled attractive force is significantly altered by the presence of the
higher-order term Fi,2 for particles with these experimental parameters. Without it, the agreement with experiment
would not be quantitative. The successful modeling for this particular f = 29 kHz case translates directly to the other
frequencies in the experimental range, as the dependence of εc on f in both experiment and theory is consistent with
εc ∝ 1/f [8]. This behavior can be deduced from the dominant balance of uL and Fρ, taking into account the scaling
of uL and λ with ε and ω = 2πf .

FIG. 7: Particle release. (a) Sum of forces from (6): as ε is decreased, the stable fixed point is lost at a finite distance
from bubble surface (εc ≈ 0.007 in agreement with experiment); (b) Sum of FSR and FD: the unstable fixed point is
lost at the bubble surface, and εc does not agree with the measured value.

V. PARTICLES AT LARGE DISTANCES: CONNECTION TO ACOUSTOFLUIDICS

The equations developed in Section II prove accurate both very close to the interface as well as at moderate distances
and incorporates both viscous and inviscid effects. When the particle is at a large distance from the interface, the
situation becomes analogous to SRF in acoustofluidics [4], where the particle is exposed to the oscillatory flow in
a standing or traveling wave without a material boundary nearby. We note that there exist many well-established
results in the inviscid limit of acoustofluidics, while in the opposite limit of strong viscous effects the recent literature
gives contradictory results even for the direction of the force in certain situations [5, 6, 35].

The motivation for the present section is twofold: (i) we demonstrate that the Maxey–Riley like approach outlined
in this paper reduces to well-known results in acoustofluidics in the large distance limit and thus bridges the fields of
acoustofluidics and inertial microfluidics; (ii) we will shed light on the debate on the direction of viscous acoustofluidic
forces. For definiteness, we shall compare the force on a particle in a spherical monopolar flow field (the r →∞ limit
of the previous section) with that on a particle in a standing wave field. These results are expected to be equivalent
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except for effects of compressibility contrast between particle and fluid in the acoustofluidic case [4], resulting in
monopole scattering, which cannot occur in our analysis of a rigid particle in incompressible flow. Since the particle
is far away from boundaries, it becomes appropriate to include the viscous corrections mentioned in section II.A,
which can be derived from the Basset–Boussinesq history force for translational oscillation in bulk. These corrections
depend on the the viscous boundary layer thickness δ or, equivalently, its ratio to particle size δp = δ/(nBγ) =

√
2

3λ .
Explicitly, the hydrodynamic force (3) on the particle, in this far-field limit, becomes

FH ≈− 6πνρfap
[(

drp
dt
− u

)(
1 + 1

δp

)]
−
(

1
2 + 9

4δp
)
mf

(
dvp
dt
− Du
Dt

)
+mf

Du
Dt

(10)

Appropriate to the r →∞ limit, we have omitted the lubrication term and the higher-order inviscid correction. Note
that the δp correction terms are of sub-leading order for either δp � 1 or δp � 1. The corrections are understood to
be applied to the oscillatory terms of the particle and fluid velocities (for which a δp is defined), but not to the slow-
time parts. As before, we render (10) dimensionless and perform time scale separation; the projection on the radial
direction is natural in this limit (the radial axis connects the oscillator and the particle). The resulting slow-time
equation is

drp0

dT
= κ̂

u0(rp0)u′0(rp0)
3δ2
p

(
(1 + 3δp/2) (κ̂+ 1 + 3δp/2)−

(
3δ2
p/2 (1 + 1/δp)

)2

(κ̂+ 1 + 3δp/2)2 +
(
3δ2
p/2 (1 + 1/δp)

)2

)
. (11)

Here, we have made use of the relation λ = 2/(3δ2
p) to obtain a particle speed explicitly dependent on κ̂ and δp.

Interpreting the right-hand side as an effective far-field force Ff and normalizing by the secondary radiation force
FSR from (9), we obtain

Ff
FSR

= (κ̂+ 1)
(

(1 + 3δp/2) (κ̂+ 1 + 3δp/2)−
(
3δ2
p/2 (1 + 1/δp)

)2

(κ̂+ 1 + 3δp/2)2 +
(
3δ2
p/2 (1 + 1/δp)

)2

)
(12)

This ratio is depicted in Fig. 8; it asymptotes to 1 for δp → 0 independent of κ̂, as expected, and shows a dramatic
reversal of sign around δp ∼ 1. The asymptote at large δp depends on κ̂, but approaches −1 for |κ̂| � 1.

FIG. 8: Normalized force on a particle for large distances from the oscillation source, graphed as a function of
δp =

√
2ν/(a2

pω) for κ̂ = 0.033 (corresponding to a polystytrene particle in water). The present work (Eq.(12))
predicts a sign change of the force as viscous effects become important, in agreement with Doinikov [6] and in
contradiction to Settnes and Bruus [5].

Also shown in Fig. 8 are two results from the acoustofluidics literature that both computed the contributions of
monopole and dipole scattering from a spherical particle in a standing-wave field under the large sound wavelength
assumption (λw � ap) for arbitrary δp. Only the dipole part of those solutions is plotted, as effects of compressibility
contrast are not present in the current situation. While [6] predicts a sign reversal like our approach, more recently [5],
using a simplified formalism, have argued that this result is unphysical. The qualitative agreement of our independent
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Maxey-Riley like approach with Doinikov [6] is obvious and can be further quantified: in the two limits, we obtain
from (12),

Fδp→0 = FSR

[
1 + 3

2

(
κ̂

κ̂+ 1

)
δp +O (δp)2

]
Fδp→∞ = −FSR

[
(κ̂+ 1) +O

(
1
δp

)2
] (13a)

(13b)

The explicitly shown orders are in exact agreement with [6]. The approximations in our formalism do not simul-
taneously and systematically expand the viscous and inviscid force contributions, and fail to pick up the O(δ−1

p ) in
the viscous limit. The theory of [5] omits several viscous effects, primarily because of the assumption of a potential
flow in the far-field of the particle. While appropriate for the oscillatory flow, this assumption is inconsistent with
the secondary (steady) flow, whose inertia is negligible and as a result does not have an inviscid far-field, i.e. viscous
stresses are comparable with the fluid pressure [6, 35]. In addition, [5] implicitly assume that (i) the disturbance
flow due to particle translation is weak, by neglecting self-interaction terms, and (ii) the disturbance flow due to the
straining of the background flow is negligible. All of these assumptions are associated with viscous effects that are
systematically accounted for in the work of [6] and [35], and that are approximated by our current theory.

VI. CONCLUSIONS

A generalized model for inertial forces on particles in incompressible oscillatory flows was derived that takes into
account the effect of an interface at any distance and can be applied for arbitrary viscous effects (δp values). Time
scale separation of the oscillatory Maxey-Riley-like equation allows for a fast, simple calculation of forces leading to a
formalism that provides simple predictions for the rectified migration of particles relative to a background flow field
that is previously computed or measured and is an explicit input to the computation. Note that this steady particle
displacement is different from any steady streaming displacement of the fluid elements – while there was no streaming
in the particular (monopolar) flow fields quantified here, its presence does not affect the conclusions.

The parameter dependence of forces shows that even the simplest oscillatory flow fields can have both attractive and
repulsive effects on particles depending on their relative density, their size relative to the interface scale and relative to
the boundary layer thickness, as well as on the separation distance from the interface. Attraction eventually positions
the particle at a stable equilibrium point that in many cases is much closer to the interface than any of the imposed
scales of the problem. This makes the approach well-suited for accumulating, concentrating, and accurate positioning
of objects in microfluidic flow set-ups, including biological cells. For the latter, the finite stand-off distance from the
interface furthermore prevents harmful exposure of the cells to a body of gas.

The regions of attraction and repulsion in the phase diagrams are governed primarily by the density-dependent
inertial force Fρ, which is a generalization of FSR in acoustofluidics, showing a richer dependence on parameters and
particle position. The δ-dependence of the phase diagram also shows that a judicious choice of parameters allows
for a transition from attractive to repulsive behavior or vice versa not only by changing the drag from an externally
imposed flow or the amplitude of oscillation, but also by changing the frequency of driving, which is usually the easiest
to effect. Release of particles from capture thus becomes predictable and selectively tunable. We also demonstrate
that near the interface there are always significant force contributions independent of density contrast, unlike what
would be inferred from FSR alone.

While the formalism opens up new possibilities for manipulation of microparticles very close to interfaces, it is also
applicable to particles at larger distance from the oscillating object. Then our approach agrees in both the viscous and
inviscid limits with forces in acoustofluidic standing-wave fields, bridging inertial-force research in the acoustofluidic
and microfluidic fields.

It should also be noted that the forces exerted on particles in the flow from oscillating interfaces can be considerably
stronger – whether attractive or repulsive – than those in other inertial microfluidics (either shear-induced migration
or acoustofluidics). Any (dimensional) inertial force in this context can be written as F ∼ ρU2a2

pf(κ̂)g(ap/Lu), where
U2 is a scale of squared flow velocity and g is a dimensionless function of particle size and characteristic flow length
scale Lu. In inertial shear migration [1], U2 is simply the square of the steady transport speed uL, while in a channel
of height H, g = (ap/H)2 or, near the wall of the channel, g = (ap/H)4; the κ̂ dependence is weak in this case. For
the radiation force FSR of acoustofluidics, U2 = 〈u2

w〉 with the oscillating fluid velocity in the wave uw; furthermore,
g = ap/λw, using the wavelength λw, and (focusing on dipolar scattering) f = κ̂. In the current work, we can write
the dimensional rectification forces FR, Fρ, and Fi,2 using U2 = 〈(εabω)2u2

osc〉 and g = ap/ab. Fρ, as an analog of
FSR, shares the proportionality f = κ̂, while the other contributions are approximately or exactly κ̂-independent.
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Compared with shear migration, the forces described here scale more favorably with ap and are larger because of the
smaller scale ab < H. The oscillatory velocity scale can easily exceed either typical transport speeds or fluid speeds
in acoustic waves (also, ab < λw in many cases for practical parameters).

Furthermore, a different oscillation behavior of the interface (different u0(r)) will give rise to different positional
dependence of the forces, opening more versatile options for the capture and manipulation of particle position. The
interface does not need to be a bubble – oscillating membranes or solid objects on the microscale (cf. [43, 44]) are other
possibilities. Exploiting these advantages should lead to exciting applications for a variety of tasks in microfluidics –
from trapping and concentrating, to controlled release, to simultaneous size segregation and transport. The latter task
involves generalizing the current theory to higher-dimensional flows, which will be described in a later publication.

Acknowledgments: The authors are indebted to Sungyon Lee for sharing experimental data and video infor-
mation. Illuminating discussions with Stephen H. Davis and Howard A. Stone are gratefully acknowledged. S.A.
acknowledges support from the National Science Foundation under grant #1504301.

Appendix A: Multiple scale analysis for purely radial oscillations

We project (4) onto the radial direction to obtain a second order nonlinear ODE for the particle position,

λ (κ̂+ 1) d
2rp
dt2

+
[
1 +H

(
X − ε∆R(t)

δ

)
γ

X − ε∆R(t)

]
drp
dt

= ε

[
λ

(
∂u

∂t
+ εu

∂u

∂r

)
+ 2

9ελn
2
Bγ

2
(

2u
r2
p

(
∂u

∂r
− u

rp

)
+ ∂u

∂r

∂2u

∂r2

)
+ u+H

(
X − ε∆R(t)

δ

)
γ∆̇R

X − ε∆R(t)

]
rp

, (A1)

subject to initial conditions:

rp(0) = rpi ,

drp
dt

∣∣∣
t=0

= εVi ,

(A2a)

(A2b)

where rb = 1 + ε∆R(t), ub = 1
ε
drb
dt = ∆̇R, X = rp − 1 − nBγ is the gap between particle and mean position of

the interface and H(z) = exp[−z] enforces a decay of the lubrication drag on the order of boundary layer thickness
distance away from the interface. Additionally, we decompose u = uosc(r, t) + εuL which is appropriate for radial
oscillatory flows with a slow steady component. Assuming all parameters are O(1) and ε � 1, we introduce a “slow
time” T = ε2t, in addition to the “fast time” t. Using the following transformations

rp(t) 7→ rp(t, T ),
d

dt
7→ ∂

∂t
+ ε2

∂

∂T
,

d2

dt2
7→ ∂2

∂t2
+ 2ε2 ∂2

∂t∂T
+ ε4

∂2

∂T 2 ,

(A3a)

(A3b)

(A3c)

we seek a perturbation solution in the general form: rp(t, T ) = rp0(t, T ) + εrp1(t, T ) + ε2rp2(t, T ) + . . . and separate
orders of ε. At O(1), the equation is:

λ (κ̂+ 1) ∂
2rp0

∂t2
+
[
1 +H0

γ

h0

]
∂rp0

∂t
= 0 (A4)

with ICs,

rp0(0, 0) = rpi ,

∂rp0

∂t

∣∣∣
(0,0)

= 0

(A5a)

(A5b)
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where we have written h0 ≡ X0 = rp0 −1−nBγ and also expanded H(h/δ) = H(h0/δ) + (ε/δ) (rp1 −∆R)H ′(h0/δ) +
· · · ≡ H0 + (ε/δ) (rp1 −∆R)H ′0 + . . . . Equation (A4) just means that O(1) changes in particle position only occur
over the slow time scale T or, in other words, rp0(t, T ) = rp0(T ) with rp0(0) = rpi .

Going to O(ε), one obtains:

λ (κ̂+ 1) ∂
2rp1

∂t2
+
(

1 +H0
γ

h0

)
∂rp1

∂t
=
[
λ
∂uosc
∂t

+ uosc +H0
γ

h0
∆̇R

]
rp0

. (A6)

Letting uosc(r, t) = u(r)eit, ∆R = −ieit and ∆̇R = eit, the ensuing linear ODE is solved explicitly by

rp1(t, T ) = −i (u(rp0) + w(rp0)) eit +A1(T )
(

1− e−
h0+H0γ
λ(κ̂+1)h0

t
)

+B1(T ), (A7)

where,

w = − γH0 (u− 1) + iuκ̂λh0

h0 + γH0 + i(κ̂+ 1)λh0
. (A8)

The general solution rp1(t, T ) satisfies the initial conditions if

A1(0) = λ(κ̂+ 1)h0

h0 + γH0
(Vi − u(rp0)− w(rp0))T=0 ,

B1(0) = i (u(rp0) + w(rp0))T=0 .

(A9a)

(A9b)

For |κ̂| � 1, transients decay on a scale of t = O (λ), corresponding to O(λ/(2π)) . 10 oscillation cycles for the
typical experimental parameters in section IV. We note that this time corresponds to T = O(ε2λ) � ελ � 1 (small
Stokes number), making transients negligible on the slow time scales of interest. The oscillatory part of rp1 can be,
more generally, written as

r̄p1 = −i (u(rp0) + w(rp0)) eit =
∫

(uosc(rp0) + wosc(rp0)) dt . (A10)

With both initial conditions satisfied and ignoring transients, the equation at O(ε2) after some rearrangement, reads

λ (κ̂+ 1) ∂
2rp2

∂t2
+
(

1 +H0
γ

h0

)
∂rp2

∂t
+
(

1 +H0
γ

h0

)
∂rp0

∂T

=
[
uL + r̄p1

∂

∂r

(
λ
∂uosc
∂r

+ uosc

)
+ 2

9λn
2
Bγ

2
(

2uosc
r2

(
∂uosc
∂r

− uosc
r

)
+ ∂uosc

∂r

∂2uosc
∂r2

)
+ γ

h0

(
H0

h0
− H ′0

δ

)
∂

∂t

(
(∆R− r̄p1)2

2

)
+ λ

(
uosc

∂uosc
∂r

)]
rp0

. (A11)

The slow time (t independent) dynamics are obtained by performing a time average of (A11) over a fast time
oscillation cycle. As a consequence, only terms involving slow time (T ) and products of first order fast time (t)
quantities survive and the resulting time-averaged equation reduces to the following explicitly computable form,(

1 +H0
γ

h0

)
∂rp0

∂T
=uL(rp0) +

〈(∫
wosc(rp0)dt

)
∂

∂r

(
λ
∂uosc
∂t

+ uosc

)〉
rp0

+ 2
9λn

2
Bγ

2
〈

2uosc
r2

(
∂uosc
∂r

− uosc
r

)
+ ∂uosc

∂r

∂2uosc
∂r2

〉
rp0

+ γ

h0

(
H0

h0
− H ′0

δ

) identically 0︷ ︸︸ ︷
∂

∂t

〈
(∆R− r̄p1)2

2

〉

+ λ

identically 0︷ ︸︸ ︷
∂

∂t

〈(∫
uosc(rp0)dt

)
∂uosc
∂r

〉

+

Fluid Stokes drift = 0 for monopole︷ ︸︸ ︷〈(∫
uosc(rp0)dt

)
∂uosc
∂r

〉
. (A12)
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The non-zero time averages on the RHS of the above equation can be conveniently computed using complex variables
and after making appropriate substitutions, equation (6) follows.
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