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An electrohydrodynamic (EHD) flow in a point-to-ring corona configuration is investigated 
experimentally and via a novel multiphysics computational model. The model couples the ion 
transport equation and the Navier-Stokes equations (NSE) to solve for the spatiotemporal distribution 
of electric field, flow field, and charge density. The numerical simulation results are validated against 
experimental measurements of the cathode voltage, ion concentration, and velocity profiles. The 
maximum flow velocity is at the centerline, and it decays rapidly with radial distance due to the 
viscous and electric forces acting on the partially-ionized gas. To understand this coupling, a new 
non-dimensional parameter, X , is formulated as the ratio of the local electric force to the inertial term 
in the NSE. In the region of X 1≥ , the electric force dominates the flow dynamics, while in the X<<1 
region, the balance of viscous and inertial terms yields traditional pipe flow characteristics. This 
approach expands on the analytical model of Guan et al. by adding a description of the developing 
flow region. The approach allows the model to be used for the entire EHD domain, providing insights 
into the near-field flow in the corona region.  

I. INTRODUCTION 

Electrohydrodynamic (EHD) propulsion, also referred to as ionic wind in the literature, has many 
practical applications, such as convective cooling [1-5], electrostatic precipitators (ESP) [6-9], 
plasma-assisted combustion [10], airflow control [11], turbulent boundary layer actuators [12], and 
surface particle trapping [13]. A high voltage corona discharge generates streams of ions between the 
two electrodes, and the high-velocity ions transfer their kinetic energy to the neutral air molecules 
outside the corona through collisions, accelerating the gas in the direction of the ion drift. The ions’ 
interaction with the neutral molecules can be modeled as an external force term (Lorentz force) in the 
Navier-Stokes equations [14,15]. Insights into the multiphysics nature of the EHD flow are important 
for understanding this phenomenon. To correctly predict the flow established by this force, the 
following elements need to be considered: (i) the electric field resulting from the potential difference 
between the corona and ground electrodes, as well as its modifications due to the space charge in the 
high ion concentration in the region; (ii) the ion motion in the resulting electric field; (iii) the 
interaction between the ion drift and the neutral gas in the flow acceleration region; (iv) the viscous 
and turbulent stresses; and (v) the effects of developing complex flow patterns as a result of the 
accelerating flow and device geometry. 

When a high voltage is applied, the neutral air molecules are broken down by the strong electric field 
near the corona electrode. In a positive corona, the electrons are attracted to the anode; positive ions, 
such as +

2O and +O [16-18], drift to the cathode, which generates ionic wind. A quadratic voltage-
current ( )Iϕ −  relation was described by Townsend and validated for a coaxial corona discharge 
configuration [19,20]. Other corona discharge configurations also follow a quadratic relation with 
modifications due to specific parameters in the configuration, e.g., point-to-pot [16], point-to-plate 
[21], point-to-grid [22], sphere-to-plane [23], coaxial cylinders [24,25], wire-cylinder-plate [26], 
point-to-ring [15,27,28], parallel electrodes [29], multi-electrodes [30], and non-uniform electric 
fields [31]. Guan et al. [32] developed an analytical model generalizing the ( )Iϕ −  relationship 
independent of the corona configuration, which parameterizes one-dimensional flow in the direction 
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of the electric field gradient. The analytical model describes the relationship between the electrical 
properties and charge density for planar, cylindrical, and spherical coordinates. The EHD velocity 
profile is obtained numerically using a Chebyshev spectral method [33,34]; the model results match 
the experimental data in the acceleration region but overpredicts the velocity in the regions away from 
the axis of the domain. In the inertial flow region (away from the centerline), the flow develops under 
the balance between the EHD force, convective flow acceleration, and viscous shear stresses. The 
description of the transition between the wall-bounded pipe flow and the corona-driven EHD 
centerline flow requires additional physics that are not captured in the simplified model. We 
hypothesize that the results of the analytical model can be improved in the numerical simulation to 
describe all EHD flow regions: (i) the application of the EHD force in the axial direction neglects the 
effect of the three-dimensional nature of the electric field (the formation of complex flow patterns can 
be described by the numerical model); and (ii) in order to capture the pipe flow, an inertial flow 
region needs to be modeled. 

To gain insight into the developing EHD flow, a novel approach is formulated and implemented in a 
computational fluid dynamics (CFD) simulation that solves for the coupled flow and electric fields in 
the presence of corona discharge. State-of-the-art literature evaluates several corona configurations 
[35-37]. Numerical modeling has been applied to the design and analysis of electrostatic precipitators 
(ESP) [38-41] and heat transfer enhancement [1-5]. Previous EHD flow models use an iterative 
approach to: (i) calculate the electric field and electric force under Kaptzov’s hypothesis [42] or 
Peek’s law [43], and (ii) set a constant space charge on the anode so that the solution matches the 
cathode current from the experimental data. This method requires multiple iterations and is therefore 
inefficient. In contrast, our modeling approach solves for charge density by introducing a volumetric 
charge flux derived from the anode current directly. The charge flux is imposed on a “numerical 
ionization region” determined by the electric field and the thresholds for the onset of ionization. The 
ionization (charge flux) and spatial charge density are two-way coupled to the NSE solver, avoiding 
the iterative procedure for solving the electric field. The electric force acts on a volume of fluid, 
inducing the EHD flow; this ion - bulk flow coupling is similar to the previous work [1-5,35-41].  

In this manuscript, we demonstrate a novel numerical approach for EHD flow in a finite volume 
solver for axisymmetric point-to-ring corona configurations. CFD simulations are used to resolve the 
spatiotemporal characteristics of the flow, electric fields, and the charge density. The non-dimensional 
analysis provides insight into the dominant terms in the different EHD flow regions. The electric to 
kinetic energy transfer efficiency is evaluated for both the model and the experiments.  

II. EXPERIMENTAL SETUP 

The EHD flow is studied in a point-to-ring internal pipe geometry. FIG. 1 shows the experimental 
setup. The apparatus consists of a high voltage corona needle and a grounded ring electrode. The 
anode needle is a 0.5 mm thick tungsten needle with a radius of curvature of 1 μm at the tip (measured 
using optical microscopy). The sharpness of the needle is important because it affects the corona 
discharge at lower voltages [44]. The tip of the needle is checked regularly for visible defects to 
ensure that it does not degrade over time. The ground electrode is a 1.58 mm thick solid solder with 
an inner radius of 10 mm. The enclosure is fabricated using 3D printing in Polylactic Acid (PLA) 
polymer. The distance between the anode and cathode (L) is set in the range of 3 mm to 7 mm using 
spacers. A variable high voltage power supply (Bertan 205B-20R) is used to set the electric potential 
between the electrodes. The cathode current is measured on the cathode based on a voltage drop 
across a 1 MΩ resistor.  

The EHD experiment is operated in the positive corona mode in a temperature range of 22-25 0C, a 
relative humidity of 23-25%, and ambient pressure. For each anode-cathode distance, the voltage is 
increased from 4 kV (when the outlet velocity is measurable) to ~10 kV (when the arc discharge 
occurs). Constant current hot-wire anemometry is used to measure the flow velocity profile. A TSI 
1213-20 probe connected to the anemometer (AA – 1005) is positioned at the outlet of the device. The 
anemometer is calibrated for a range of velocities from 0.2 m/s to 8 m/s [45]. The entire experimental 



setup is mounted on an optical table; the anemometer probe is attached to a three-dimensional 
translation stage to obtain space-resolved measurements. The data from the anemometer is collected 
at a frequency of 10 kHz using data acquisition hardware (myRIO-1900) over a sampling time of 30 
seconds. The ion concentration at the exit of the device is measured at a distance of 25.4 mm from the 
outlet using an air ion counter (AIC by Alpha Lab). The ion concentration measurements are not used 
in the analysis; rather, they provide an order of magnitude comparison between the experiments and 
simulations. Each experimental condition is tested at least five times to obtain independent statistical 
samples.  

 
FIG. 1. Schematic of the experimental setup – a high voltage is applied between the corona anode 
needle and the ion collecting cathode ring. The distance and voltage are varied. 

III. NUMERICAL MODELING 

A. Governing Equations 

The effect of the ion motion interaction on the bulk flow is modeled by adding a body force (electric 
force) eρ ϕ= − ∇eF  to the momentum equations. The governing equations used to model the flow are: 

 0∇ =u�   (1) 
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where ρ , the air density ( 31.205 kg/m ), and μ , the air dynamic viscosity ( 51.846 10 kg/(ms)−× ), are 
constant for incompressible isothermal flow, ( )axial radial,=u u u  is the velocity vector in the two-
dimensional axisymmetric model, and P is the static pressure. The ion transport is described by the 
charge density equation: 
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The electric potential is solved using Gauss’ law:  
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where bμ is the ion mobility, which is approximated as a constant ( 4 22.0 10 m /(Vs)−× ) at standard 
pressure and temperature [21,46], and 0ε ( 12~ 8.854 10 C/(Vm)−× ) is the electric permittivity of free 
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space. Since the relative permittivity of air is close to unity (~1.00059) [47], vacuum permittivity is 
used in all simulations. eD  is the ion diffusivity described by the electrical mobility equation 
(Einstein’s relation) [32]: 

 b B
e

k TD
q

μ
= , (5) 

where Bk is Boltzmann’s constant ( 23~1.381 10 J/K−× ), T  is the absolute temperature, and q  is the 
electrical charge of an ion, which is equal to the elementary charge ( 191.602 10  C−× ).  

Ionization is modeled by a volumetric charge flux applied to the fluid within a numerical ionization 
zone. Instead of defining a surface within the computational domain to model the ionization zone 
boundary, the volume of the ionization zone is calculated based on the electric field strength 
computed in the simulation. In Eq. 3, is the volumetric flux term for charge density with the units 

of 3C/(m s)  : 
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where Ψ is the volume of the numerical ionization zone, calculated in the simulation, it satisfies
[ ]0 1 tip, & x - x 1 mmE E∈ <E ; is the anode current, measured experimentally and used as a 

boundary condition in the numerical simulation. The condition tipx - x   term limits the ion production 
along the needle. It is based on the experimental electrode setup – the tip extends 1 mm from the 
needle holder. 6

0 2.8 10 V mE ×= is the critical field strength below which the number of ion 
recombination events is greater than the production per drift length for air [16]. 6

1 3.23 10 V/mE ×=  is 
the breakdown electric field strength for air [1,9]. Since the charge density is balanced in the 
ionization region, the anode current equals the charge density flux at the ionization boundary.  

B. Computational Domain and Conditions 

The numerical model is implemented in a 2D axisymmetric simulation using a general purpose finite 
volume solver (ANSYS Fluent) [48]. A body force is added to the momentum equation; the ion 
motion is accounted for by the transport of charge density eρ , which is modeled as a user-defined 
scalar. The corona electrode is located on the axis of the domain, and the cathode ring is modeled as a 
semi-circle at the wall. Fig. 2 shows the schematic diagram of the geometry. The computational 
domain represents the geometry of the experimental apparatus. The inlet is located 10 mm upstream 
of the corona needle. The distance between the needle tip and the cathode ring is varied based on the 
experimental conditions. In the experiment, the needle tip has 1-micron radius of curvature as 
measured using optical microscopy; it is modeled as a point where the outer wall of the needle body 
intersects with the axis; these lines intersect at the angle of 1°. The geometry is gridded using ANSYS 
ICEM software [48]. 

The mesh is comprised of hexagonal cells; after conducting a mesh independence study, the number 
of cells was ~ 445,000. To balance mesh independence and convergence time, the average mesh size 
in the ionization and acceleration regions was ~ 266 μm/cell . Due to high drift velocities 

charge ~ (100 / )O m su , the resolution of charge transport requires a time step -710 stΔ =  to satisfy the 

CFL condition [49]: 
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where charge bμ ϕ= − ∇u u  is the drift velocity of the ions. The simulations are initialized with zero 
values of pressure, velocity, and charge density. The air flow field and electric field develop 
spatiotemporally for the set boundary conditions. The steady-state flow is achieved when the outlet 
velocity profile is independent of the flow time; for most simulations, it is ~1s (107 time steps after 
initialization). Results are analyzed when steady-state conditions are reached.  

 
FIG. 2. The computational domain used for the numerical simulation; the model includes the ion 
generation region Ψ , defined by the thresholds of electric field values: 0E  and 1E  . 

Table I summarizes the boundary conditions used in the numerical simulation. The air flow velocity is 
set to zero at the electrode surfaces and the tube wall due to the no-slip boundary condition. The inlet 
and outlet are set as atmospheric pressure boundaries. High voltage (4~10 kV) is applied to the anode 
needle, and zero voltage (grounded) is applied to the cathode ring. Zero electric potential gradient is 
applied to the other boundaries without solving the Eq. 4 within the isolated solid walls. The charge 
density is set to zero diffusive flux on wall boundaries, similar to previous modeling work [1,2,50,51]. 
In this Neumann boundary condition, the charge density at the boundary is extrapolated from the 
nearest cell. 

The convective flux of charge density is resolved by the simulation, the ion drift velocity in an electric 
field is based on Eq. 3. The current flux at the cathode and the outlet (surface integral of the charge 
density flux) matches the input anode current, satisfying the conservation of current density 
(Kirchhoff’s circuit law). The hyperbolic equations of NSE and charge density are resolved using the 
transient Semi-Implicit Method for Pressure-Linked Equations (SIMPLE) algorithm [52] with second-
order discretization for both space and time. The electric field is resolved by the second order steady-
state Poisson equation solver for every time step.  



Table I. Boundary conditions for the numerical simulations. 
Boundary Conditions 

Inlet pressure Atmospheric pressure 
Outlet pressure Atmospheric pressure 

Anode corona needle 4~11kV & Zero diffusive flux for charge 
Cathode ring 0kV & Zero diffusive flux for charge 

Wall boundaries Zero gradients for electric potential & Zero diffusive or 
convection flux for charge 

Anode current Based on the experimental measurement 

IV. RESULT AND DISCUSSION 

A. Numerical Simulations 

The numerical model represents the process by which the ion-molecule collisions accelerate the bulk 
air flow. FIG. 3 (left) shows the electric field lines between the corona electrode and the ground 
electrode. The greatest field strength is near the tip of the corona electrode with a small radius of 
curvature where the field intensity reaches the threshold for ion generation. The effect of the space 
charge on the electric field is apparent near the ionization region where the ion concentration is 
highest. This field line divergence is greater for higher voltages. The electric field distortion is less 
significant further away from the electrode tip since the charge density decays proportionally to 3/2r  
[32,53]. In the = 7 mmL case, the field lines are better aligned with the direction of the bulk flow 
leading to higher energy conversion efficiency, as discussed later in the manuscript. FIG. 3 (middle) 
shows the ion concentration contours. The ions are generated at the needle tip, and their motion is 
dominated by the electric field due to their very high electrical mobility, as the ion drift velocity at 
about two orders of magnitude greater than the average velocity of the bulk flow. The ions do not drift 
upstream significantly; some negative axial drift at the needle tip is observed due to the space charge 
effect for higher voltage cases, resulting in ions’ negative work and reduction in the energy 
conversion. An annular recirculation flow pattern is formed upstream of the cathode ring near the 
wall. This is due to the adverse pressure gradient in the near wall acceleration region driven by the 
high electric field values at the ring electrode, as seen in FIG. 3 (left). 

In the region downstream of the ground electrode, the electric field is weak and some ions exit the 
domain due to the relatively high flow velocities and the space charge effect (both are the highest at 
the centerline). The average values of the ion concentration at the device outlet are in the range of 

8 31.7 10 ions/cm×  (7 mm 7 kV) to 8 33.1 10 ions/cm×  (3 mm 8 kV). These values are of the same order 
of magnitude as the experimental measurement 8 3~ 0.6 10 ions/cm×  (3 mm 7 kV), measured 25 mm 
downstream of the exit. The discrepancy is likely due to the ion dispersion after the flow exits the 
EHD flow chamber. The ion concentration at the outlet is highest at the axis because: (i) the centerline 
has the highest velocity, convecting ions from the domain, and (ii) the electric field lines near the wall 
downstream of the ground electrode are pointing in the reverse direction of the bulk flow, resulting in 
reverse ion drift. The maximum value of the electric field strength is 81.6 10 V/m×  and the ion 
concentration is 12 31.0 10 ions/cm× , both near the needle tip region of the 3 mm 7 kV case.  For better 
visualization, the values for the electric field and ion concentration contours in FIG. 3 are limited in 
range. 
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FIG. 3. Plots of the electric field, ion concentration, and velocity for different conditions in the point-
to-ring corona generator ( 6.15μA,16.04μA, 4.28μAI = , respectively). The dash lines on the 
velocity contours indicate the location at which the velocity of the EHD flow is compared with the 
experiments.  

B. Corona Currents  

In previous work, the charge density input in the simulation is “tuned” to match the cathode current 
measured experimentally using an iterative approach [1-5,35-41]. In this work, we directly compute 
the cathode current based on the boundary conditions; the numerical model uses corona voltage and 
anode current as input parameters. The comparison of cathode current from the simulation and the 
experimental values is used for model validation. The cathode current is calculated by integrating the 
charge density flux on the ground electrode surface:  

 cathode cathode
cathode
surface

b eI dμ ρ ϕ= − ∇∫ A , (8) 

where cathodeA is the area vector of the cathode. Table II shows the comparison between the 
experimentally measured and computed anode and cathode current. The cathode current in the 
simulation agrees within 5% with the experimental measurements. The cathode recovers 85~90% of 
the ion current generated by the corona electrode. The 10~15% current reduction is associated with 
ions exiting the domain.  



Table II. Comparison of cathode current between the experiments and CFD. 

 
Anode Current 

( )Aμ   
Experimental Cathode Current 

( )Aμ   
CFD Cathode Current 

( )Aμ   

3mm, 5kV 6.15 5.23 4.99 

3mm, 7kV 16.04 14.42 14.21 

7mm, 7kV 4.28 3.82 3.64 
 

C. Maximum Velocity and Velocity Radial Distribution 

To further validate the numerical model, we compare the exit velocities from the experimental data, 
the analytical solution by Guan et al. [32,53], and the numerical result (FIG. 4) for the 

  3 mm ~ 7 mmL=  cases and corona voltages of  4 ~10 kVϕ = . The experiments and simulations 
show the maximum velocities are on the centerline at the outlet. FIG. 4 shows the comparison. The 
numerical model agrees within 5% error with the experimental data and the analytical predictions. 
The analytical predictions are generally higher than the numerical results since it does not account for 
viscous drag or the non-unidirectional flow. For a given point-to-ring distance, the maximum outlet 
velocity increases linearly with corona voltage. This linear trend of maximum velocity was also 
observed by Zhang et al. in the external flow with point-to-ring corona configurations [15] and by 
Kim et al. for the planar electric field ion generator [54]. For a given corona voltage, the maximum 
velocity increases as L decreases, due to a stronger electric field.  The maximum corona voltage, 
however, is limited by the device glow-to-arc transition limit [16]. When arc discharge happens (in 
our case: 9 kV for L = 3 mm, 10 kV for L = 5 mm, 11 kV for L = 7 mm), the flow velocity reduces to 
zero. The maximum EHD induced air flow was 9.0 m/s (3 mm 8 kV) from both the experiments and 
simulations. 

 
FIG. 4. Maximum velocity as a function of corona voltage and electrode geometry for the 
experimental data, analytical [32,53], and CFD results.  

D. Velocity Profiles 

To study the spatial distribution of velocity, we compare the numerical and experimental velocity 
profiles at the outlet of the point-to-ring EHD flow generator. In Fig. 5 (a), the velocity profiles are 
plotted for two voltage values at a fixed electrode spacing (L = 3 mm). The higher voltage case 
produces higher velocities with very similar velocity profiles. Fig. 5 (b) shows that, at a fixed voltage, 
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the velocity increases when L  decreases. Both numerical and experimental results show a distinct 
peak at the axis, consistent with the results in FIG. 3. The velocity profiles then decay rapidly with 
radial distance. Numerical and experimental results agree within 5% error at the centerline, but the 
model is less accurate at the edges of the domain. The discrepancy in this region may be due to flow 
instability in the shear flow region that modifies the radial location of the inflection points in the 
velocity profile. 

(a) (b) 
 
FIG. 5. Comparison between simulations and experiments for the velocity profiles at the outlet of the 
EHD generator; (a) varying corona voltages at a fixed distance, and (b) varying anode-cathode 
distance (L) at a fixed corona voltage. 

The velocity profile shows that the EHD-induced airflow in a point-to-ring corona discharge has 
parallels to a submerged jet [55]. For submerged jets, the Reynolds number is determined based on 
the nozzle diameter and the mean velocity at the exit [56]. In the case of corona discharge flow, the 
nozzle is replaced by the EHD jet located at the centerline, immediately downstream of the corona 
electrode tip. The Reynolds number (Re) in the EHD flow is ~ 700-900, based on the diameter of the 
jet, for L = 3 mm, 7 kV, djet ~ 2-3 mm, and mean velocity u ~ 4-5.5 m/s. Other cases have smaller Re 
due to lower jet velocities, except for the 3 mm, 8 kV case, where Re is still < 1000 ( ~ 6.5 m/s in 
mean velocity and djet ~ 2-3 mm). Therefore, the EHD flow can be represented by a fully laminar jet (
300 Re 1000< < ) [56]. 

E. Non-Dimensional Analysis 

The simulation shows that the EHD force drives local flow accelerations. The global parameters used 
in the analytical model and ones reported in the literature for a description of the EHD flow do not 
account for spatial distributions in eρ  and ϕ . Further insight into the development of EHD flow in 
different regions of the geometry can be gained by non-dimensional analysis. The non-dimensional 
EHD equation can be written as: 

 ( ) 2
*

* * * * * * * * * * *
* 2 2

1 1St
Fr Re

e
eP

t
ρ ϕ ρ ϕ
ρ
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u u u g u
u

� ,  (9) 

where St is the Strouhal number, Fr is the Froude number, the superscript *  denotes non-dimensional 
variables [57]. A proposed non-dimensional parameter, 2X /eρ ϕ ρ= u , is defined as the ratio of 
electrostatic to inertial terms. In global terms, the parameter X  is related to the electro-inertial number 

2 2
EIN /Eε ρ= u

ur
 [58], described in the literature as 

2Md / Re , where E is the magnitude of the 

electric field vector, and Md is the Masuda number [59].  The parallels come from the electric 
description based on Gauss’ law. Gauss’ law can be written in a non-dimensional form as: 
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Since
2* *ϕ∇ and * *ϕ∇ are non-dimensional parameters, re-arranging the Eq. 10 and Eq. 11 gives: 

 2
eε ρ ϕ=E ,  (12) 

where the dimension of both terms in Eq. 12 is the same. The main difference is that the parameter X  
can be resolved spatially. Non-dimensional analysis of the EHD system that does not include the 
spatial inhomogeneity of eρ  and ϕ  fails to describe the local effects of electrostatic force on the flow 
because Md  and EIN can only be used as global parameters. To gain insight into corona-driven EHD 
flow, the electric force and flow inertial and viscous terms have to be resolved spatially. The non-
dimensional parameter, X , can be computed directly from the governing equations for each region of 
the flow, providing the relative contribution of the terms locally. Cotton et al. suggests that, when the 
electro-inertial number is greater than unity, the flow is dominated by the EHD force [60]. Though the 
analysis is valid as an order of magnitude estimation of the system, in our modeling, the use of the 
conventional NEI  formulation led to over-estimating the effect of EHD in regions with low charge 
density and strong electric field, such as the region upstream of the corona electrode tip (shown in the 
supplementary materials). In this region, the ions – molecule collision cannot drive the flow since 
their concentration of ions is too low. FIG. 6 shows electric field lines colored by the values of X , 
indicating the regions where the electric force is higher than the inertial force. The EHD-dominated 
flow (red) is located between the corona and ground electrode where both the ion concentration and 
the electric field strength are high (see FIG. 3). In the 7 mm case, the red colored vectors are well 
aligned with the flow direction, which results in a higher energy transfer efficiency than in the 3 mm 
cases (FIG. 7). There exists another EHD-dominated region located at the edge of the domain where 
the electric lines are pointing in the opposite direction of the main flow; the inertial flow component 
in this region is very small. The small denominator in the calculation of parameter X results in its high 
values (up to 400). The negative electric force, combined with the high viscous stress, explain the 
low-velocity region at the edge of the domain (see FIG. 5).  
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FIG. 6. Electric field lines colored by the non-dimensional parameter X . The red zone, X 1≥ , 
indicates the regions of EHD-dominated flow. The color map is limited to X 1= ; the value X  can be 
as high as 400 in the regions near the ionization zone and the low-velocity region near the wall. 

F. Energy Transfer Efficiency 

The energy conversion efficiency can be calculated from the ratio of the kinetic energy flux in the 
flow at the exit of the EHD device to the electrical power produced by the corona discharge.  
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The corona voltage and anode current are obtained from the experiments. The kinetic energy flux in 
the flow is calculated from both the experimental and numerical velocity profiles. Table III shows the 
values used in the calculation of energy transfer efficiency. 



Table III. Comparison of electrical and fluid power between the experiments and the CFD. 
 3 mm, 5 kV 3 mm, 7 kV 7 mm, 7 kV 

, ( )K ExpW mW   0.196 16%±  0.882 19%±  0.264 23%±   

, ( )K CFDW mW   0.184   0.86   0.293   

( )I Aμ   6.15   16.04   4.28   

( )EW mW   30.8   112.28   29.96   

Energy transfer efficiency is shown in FIG. 7. The numerical results agree well with the efficiency 
computed using the experimental data. Efficiency is higher in the 7 mm cases than in the 3 mm cases 
due to the smaller angle between the axial velocity and the electric field vectors, as is shown FIG. 6. 
Energy transfer efficiency peaks at a certain corona voltage (7 kV for 3 mm, and 8 kV for 7 mm) after 
which the efficiency decreases. This nonlinear effect is likely due to the quadratic relationship 
between the corona voltage and anode current. The increase in corona voltage results in a quadratic 
increase in the anode current and a cubic increase in the electric power 3Iϕ ϕ∝ . Maximum velocity 
at the centerline is linearly proportional to the corona voltage based on the analytical solution and 

previously reported experimental observations, but the kinetic power 31
2

u dAρ∫  is not proportional to 

3ϕ   because u is not proportional to ϕ  anywhere but on the centerline. At the high values of the 
corona voltage, the field lines also diverge due to the high space at the corona needle (see FIG. 3 and 
FIG. 6) resulting in a negative work of the electric field. 

 
 

FIG. 7. Energy transfer efficiency from the experiments (symbols) and simulations (dashed and dash-
dotted lines). 

V. CONCLUSION AND FUTURE WORK 

This work presents an experimental and numerical investigation of corona discharge-driven flow. The 
experimental data for flow in the point–to-ring internal geometry includes voltage, current, and 
velocity profile measurements. The numerical approach accounts for the electric force exerted by the 
ions on the neutral gas; this body force is added to the Navier-Stokes equations. The addition of the 
volumetric charge flux into the numerical ionization zone allows for the direct simulation of the 
corona-driven EHD flow. The model uses the measured corona voltage and anode current as inputs to 
resolve the velocity and electric fields and the charge density. Local balances of electric and inertial 
terms are used to determine a non-dimensional parameter X, which has similarity to the electro-
inertial number NEI [58]. As the global criteria, NEI >1, indicates the presence of the secondary EHD 
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flows [60], the local criteria, X 1≥ , sheds insight on the relationship between the electric body force 
and inertial flow and determines the flow dominated by the electric field, inertia, or viscous effects. 
The numerical model is validated using axisymmetric simulations compared against the experimental 
data for point-to-ring corona-driven EHD flow; the cathode current and the outlet velocity profile 
from the simulation agree within 5% error of the experimental data. The maximum velocity is directly 
proportional to the corona voltage, consistent with previous results [15]. Unlike in canonical internal 
pipe flow, the velocity profile in the point-to-ring EDH flow is analogous to a submerged jet [55], for 
which the Re is determined by the dimension of the acceleration zone and mean velocity. Jet values of 
Re 300 1000= −  correspond to the laminar regime in the flow acceleration region [56].  

The model takes into account the effect of viscous stresses near the walls, as well as the balance 
between inertia and electric forces; it captures the experimental velocity profile better than the 
analytical model that only provides accurate predictions near the centerline. The exit velocity profile 
is used to calculate the electric to kinetic energy transfer efficiency. The efficiency is highest when the 
point-to-ring distance is largest, due to a smaller angle between the electric field gradient and the flow 
direction and to the lower viscous losses. The efficiency peaks at intermediate corona voltages, for a 
given electrode distance, due to the quadratic current-voltage relation and the nonlinear decrease of 
velocity away from the centerline, as well as the field line distortions caused by space charge effect 
near the ionization region. 
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