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Electrospraying in the cone-jet mode has being regarded an isothermal process, and the laws
obtained under this assumption are considered valid throughout the operational range. However self-
heating due to dissipation is expected to be significant at sufficiently high electrical conductivities.
This is confirmed by solving the isothermal leaky-dielectric model to evaluate the ohmic and viscous
dissipation, and estimate the temperature increase. Self-heating is important at conductivities =0.05
S/m, increases rapidly at larger values, and requires the non isothermal modeling of this regime.

Electrospraying is an atomization technique character-
ized by the strong interaction between electrostatic, cap-
illary and viscous stresses on a liquid meniscus, resulting
in the formation of a charged jet and droplets. Electro-
sprays can be operated in a variety of modes such as cone-
jet, dripping, electrospinning and coaxial [1-3], and are
used in applications as diverse as electric propulsion for
spacecraft [4], drug encapsulation [5], generation of fibers
for tissue engineering [6], etc. Cone-jets are characterized
by the conical shape of the meniscus, the long and steady
jet that originates from its apex, and the generation of
fine sprays. The diameters of the jet and droplets are con-
trollable down to a few nanometers through the physical
properties of the liquid and its flow rate (). This ability
has motivated substantial fundamental research, which
has yielded scaling laws [7, 8] for key observables such as
the total emitted current and the diameters of the jet and
droplets, and detailed numerical solutions of continuum
models [9-11]. These models do not consider heating due
to dissipation, and assume isothermal flow. However re-
tarding potential measurements of droplets suggest that
an important fraction of the electric power injected in the
electrospray is dissipated, causing significant self-heating
in cone-jets of liquids with high electrical conductivities
[12]. The goal of this letter is to confirm this hypothesis,
and determine the conditions under which the isothermal
assumption breaks down.

We quantify the dissipation by solving the isothermal
equations of the leaky dielectric model particularized to
cone-jets, and evaluating the ohmic Po and viscous P,
dissipation with the solution. The computed dissipation
is then used to estimate the increase in the temperature
of the fluid. While this approach is valid to determine the
onset of self-heating, accurate modeling of the tempera-
ture field and/or of more intense self-heating conditions
requires a non-isothermal treatment of the leaky dielec-
tric model and the inclusion of the equation of energy.
Fig. 1 shows a picture of a cone-jet. When the diameter
of the jet is much smaller than the base of the cone, ob-
servables such as the total emitted current I and droplet
distributions do not depend on the geometry and poten-
tial of the electrodes, but are largely determined by the
local distribution of charge in the transition from cone

FIG. 1. Picture of a cone-jet and spray of droplets. The white
circle encloses the typical simulation domain.

to jet [7]. The dimensionless solution is then a function
of three parameters, typically the dimensionless flow rate

Iy = p,f:?, the Reynolds number Re = (%)1/3, and
the dielectric constant €; p, K, v, and u, are the den-
sity, electrical conductivity, surface tension and viscosity
of the liquid, and ¢, is the vacuum permittivity. Our
model takes advantage of this by restricting the sim-
ulation region to a smaller zone centered in the apex
(e.g. the circle inside the white circumference in Fig.
1), and imposing the analytical Taylor potential [13] as
the far-field boundary condition [14]. The leaky dielectric
model with constant fluid properties (isothermal assump-
tion) includes the equations of conservation of mass and
charge, Navier-Stokes, and the Laplace equations for the

electrical potentials in the fluid and surrounding vacuum
[9, 15, 16],
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The variables of the model are the velocity v and pressure
p fields in the liquid, the position of the free surface R(x),



the surface charge o(z), and the potential fields inside ¢’
and outside ¢° the liquid (the electric field is given by
E = —V¢). v, stands for the surface velocity, E,, and
E; for the components of F normal and tangential to the
surface, and x and r for the axial and radial cylindrical
coordinates. The equations are made dimensionless with
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Henceforth symbols capped with a tilde will designate
dimensional variables. Additional constraints include the
balance of stresses on the surface along the normal n and
tangential ¢ directions

reE., and o, =

2 0 i
v.n:p_yﬁ—Ren-TM-n—i- {Ep?—eE?+(e—1)E}}

172 W
2m?llg
(4)
R
t'T#"I’l:;UEt (5)

(1, is the viscous stress tensor), the kinematic velocity
condition and the jump of the normal component of the
electric field at the surface
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A velocity field is prescribed at the inlet (sink flow with
a flow rate @), and the Taylor potential is imposed as
the electrostatic far-field boundary condition,

x
Va2 4 r?
Py /5 is the Legendre function of the first kind of degree

%. Finally, the ohmic and viscous dissipation densities

are evaluated with the numerical solution:

or(z,r) = 4231 * (2% + r2) V1P o ). (7)
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Ref. [11] describes in detail the model and numerical
algorithm, and validates the solution with measurements.
The operational conditions studied in this letter include
two dielectric constants, 8.91 and 64.9, i.e. the liquids
tributyl phosphate and propilene carbonate respectively;
two Reynolds numbers for each dielectric constant (0.29
and 1.12 for € = 8.91, and 0.40 and 0.74 for £ = 64.9);
and a wide range of flow rates for each Reynolds.
Figure 2(a) shows features of a typical solution for
Ilg = 96.6, Re = 0.397 and ¢ = 64.9: the position

of the surface, the surface current fs(:v)~: 2 RU,5,
the bulk conduction current Ip(z) = fOR oni K ELdF,
and the ohmic and viscous dissipation linear densities,
P'(z) = fOR 217 P df. Charge conservation requires the

sum of Iz(z) and Is(z) to be constant and equal to the
total current I. The large cross section of the cone re-
quires negligible velocities and an electrostatic field up-
stream. As the fluid approaches the apex the increasing
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FIG. 2. (a) Features of a typical numerical solution. (b)
Radius of the jet at the current crossover point.

convection tends to lower the surface charge below its
equilibrium value, g4 = EOEZ, and an electric field in-
side the fluid must develop to inject charge on the surface
and restore equilibrium. The zone where bulk current
transforms into surface current is known as the transi-
tion region, and the meniscus evolves into a jet within it.
The ohmic dissipation is larger than viscous dissipation.
They peak nearby, Ij’k’b closer to the point x, where R (x)

is maximum, z, = 20.7, while P/, peaks further down-
stream just before the current crossover, zx = 27.1. P[L

falls off faster than PY, downstream from the peak. An
important feature is the weak dependence of the geom-
etry of the transition region on the three dimensionless
numbers parametrizing the solution [11]. For example
Fig. 2(b) shows the dimensionless radius at the current
crossover, Rx, which depends only slightly on Re, IIg
and ¢ in a wide range of the parameters.

Figure 3 shows the total ohmic dissipation in the tran-
sition region as a function of Iy, calculated as:

P, ! / Y paz (9)
Q= xX.

Le )
where the exit point of the transition region zf is such
that the surface current reaches 95% of the total current.
For the present analysis Py can be regarded a function
of IIg only, and the power law

Pq = 7.30115" (10)
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FIG. 3. Total ohmic dissipation in the transition region and
tangential electric field profiles exhibiting the Hg4 scaling.

approximates well all values. To explain this we notice
that the integral of the dissipation density is done over
a volume that depends weakly on Ilg, Re and €. Thus
the total dissipation scales with the square of the elec-
tric field inside the liquid, which in the transition re-
gion is well approximated by E? due to the smallness of
the ratio (E! /FE;)? and the quasi one-dimensional geom-
etry. Therefore, the power law (10) suggests a scaling
B, ~ H%Q. This observation seems contradictory be-
cause F; exhibits a maximum near the current crossover
that scales as Eymae = I/(2R%), and both I and Rx
are weak functions of Ilg. In fact, power fits yield
Etmaz = 1.931‘[%06 for e = 64.9, and Et o = 1.761‘[%09
for ¢ = 8.91 [11]. On the other hand Taylor’s poten-
tial, Eq. (7), scales as Hég/ * and if this scaling remained
valid through most of the transition region it would ex-
plain Eq. (10). This is tested in the inset of Fig. 3,

which shows E; (33)/1_%/4 for several flow rates, e = 64.9
and Re = 0.397. E} . is a weak function of Ilg
(Bt maz = 1.931’[%06), but on both sides of the maximum

the field rapidly converges to a law that scales as Hé?/ :
Since the interval where this scaling holds corresponds
to the largest fraction of the area under P, (x) (see Fig.
2(a)), while the H%OG scaling only influences a narrower
section near the peak, P must scale with a power of
Il slightly smaller than 1/2, as found in Fig. 3. The
very rapid convergence of the electric field to the HIQ/ 4
dependence of Taylor’s potential is surprising, and is not
the artifact of imposing the far field boundary condition
unreasonably close to the apex: in these calculations it is
imposed on a circumference with a radius of 200.5 units
centered at x = 0, and selected simulations using a radius
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FIG. 4. Total viscous dissipation and dependency on the di-
mensionless numbers parameterizing the solution.

of 2005 units yield no significantly different solutions.

Figure 4 plots the total viscous dissipation. P, is pro-
portional to Re™!, and a weaker function of IIg and .
These dependencies can be explained by writing the vol-
ume integral in dimensionless form:

1 T f R(x)
P, = / / (Tu : Vo)2mrdrdz. (11)
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The Re~! dependency is a consequence of the propor-
tionality between viscous stress and viscosity. On the
other hand and due to the quasi one-dimensionality of the
transition region, 2v2 , is the dominant term in 7, : Vo
while the axial component of the velocity is well approxi-
mated by v, =2 R~2. Thus the dependence of the integral
on Ilg and ¢ is directly associated with the dependence
of the geometry of the transition region on these two pa-
rameters, which is small. From this discussion and as
shown in Fig. 2(a), most of the viscous dissipation oc-
curs where R'(x) changes most abruptly, i.e. at the base
of the jet. The sharpness of this transition is governed
by the ratio between the electrical relaxation time and
the fluid residence time, given by E/Hé?/ > [11). When

5/1‘[22/2 > 1 the surface charge is far from equilibrium
and the conical shape of the meniscus continues farther
into the axis, making the transition sharper and increas-
ing the dissipation. Conversely when E/Hl/ > < 1 the
surface charge is in equilibrium and the free surface must
separate upward from the conical shape earlier, making
the transition smoother and decreasing the dissipation.
The moderate decrease of P, at increasing Ilg in the in-
set of Fig. 4 is consistent with this. For simplicity we



will disregard this weaker dependence and use
P,~aRe ™'+ (12)

where o and 3 are of order one and depend on the di-
electric constant of the liquid.

To determine when self-heating becomes important we
notice that the Peclet number is large, Pe = pcpreve/k =
7 (ucy/ k)ReHg % making thermal diffusion negligible.
Thus, as the fluid moves downstream the temperature
increase can be approximated as pc, QAT (z) = P(x):
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mepp? Re? (H%w H1Q/2R6 + HIQ/Z) (132)
v 1 0.41 o
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(13a) casts the temperature increase in terms of the phys-
72
cpp?
and the Reynolds number; viscous dissipation is still a
small fraction of the total when self-heating starts to
be significant, while the exponent 0.09 reduces the ef-
fect of a varying IIg. The most obvious consequence of
self-heating is the increase of the electrospray current at
constant flow rate due to the increase of the electrical
conductivity with temperature: the current follows the
well-established scaling law [7, 8]

ical properties of the liquid, in particular the ratio

I/1, oc 117, (14)

with I, = \/e97?/p, while the electrical conductivity is
the factor in Ilg most sensitive to temperature. Using
Walden’s rule Kp = constant [17] to relate conductiv-
ity and viscosity, whose temperature dependence is more
commonly tabulated, and the scaling law for the current,
small changes in temperature and current are related by:

ou A

AT g — = = .
dp/dT 1

(15)

Using a 5% current increase as the criterion for the onset
of significant self-heating, values of the physical prop-
erties at 25 °C [18], and Eq. (15), the resulting tem-
perature increases for tributyl phosphate, propylene car-
bonate, ethylene glycol and formamide (liquids typically
used in electrospraying) are 5.5 °C, 5.5 °C, 2.5 °C and
3.6 °C respectively. The associated Reynolds numbers
and electrical conductivities obtained with Eq. (13a) are
0.15, 0.26, 0.068 and 0.28, and 0.051 S/m, 0.064 S/m,
0.014 S/m and 0.041S5/m respectively; although we use
a typical value of 40 for Ilg, note that (13a) is nearly
independent of IIg. Eq. (13b) emphasizes the relation-
ship between temperature increase and the characteristic
radius of the jet and droplets. For the same liquids and
using again Il = 40, the values of 7. at the onset of
self-heating are 60 nm, 55 nm, 161 nm and 85 nm re-
spectively.
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FIG. 5. Current vs flow rate measurements of ethylene glycol
(EG) and propilene carbonate (PC) solutions at varying Re.

The breakdown of the f/Io o< HEZ/Q law at sufficiently low
Reynolds number is indicative of self-heating.

Fig. 5 provides indirect experimental confirmation
of the onset of significant self-heating by plotting mea-
surements of the current and flow rate for solutions of
propylene carbonate and ethylene glycol at decreasing
Reynolds, or equivalently at increasing electrical conduc-
tivity. For a given liquid, i.e. at fixed dielectric constant,
all evidence to date indicates that the dimensionless cur-
rent [ /1, only depends on the dimensionless flow rate,
it follows the scaling law (14), and does not depend on
the Reynolds number [7, 8, 11]. While the propylene car-
bonate solutions with Re > 0.80 exhibit these features,
the data for Re = 0.38 is above the scaling law (14),
and the separation increases considerably for Re = 0.19.
Furthermore the one-to-one correspondence between di-
mensionless current and flow rate breaks down. The same
departure from the expected behavior occurs for ethylene
glycol when Re < 0.13. The failure of the scaling law (14)
is consistent with the onset of self-heating: first, it oc-
curs near the values of Re predicted by Eq. (13a). Sec-
ond, although the temperature increases monotonically
downstream, an effective temperature can be defined to
estimate the physical properties in the definitions of Il
and I,. The viscosity and the electrical conductivity are
by far the properties most sensitive to temperature, with
K increasing with 7. Thus the effect of the tempera-
ture increase is to make Ilg larger (Ilg o K), while I/1,
remains unchanged. Therefore, when correcting for the
increased temperature, the {Hé?/Q, I/1,} points above the

expected trend will shift towards increasing HIQ/ % at con-

stant T /I,, i.e. in the direction of the isothermal scaling
law.

In conclusion, self-heating due to ohmic and viscous
dissipation is a key feature of electrosprays in the cone-



jet mode at sufficiently low Reynolds numbers. The elec-
trical conductivity at which significant self-heating starts
taking place depends on the liquid, especially on its vis-
cosity, and a value of 0.05 S/m can be used as an ap-
proximate value. Cone-jets of liquids with higher conduc-
tivities will exhibit non-homogeneous temperatures and
physical properties (especially the viscosity and the elec-
trical conductivity), which invalidate the use of existing
isothermal models and scaling laws in this regime. Be-
sides its effect on the electrohydrodynamics of cone-jets,
self-heating has a major influence in the field evapora-
tion of ions from the surface of cone-jets typical of highly
conducting liquids K 2 0.1 S/m [19], and will need to be
accounted for in the evaluation of this phenomenon.
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