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Abstract 
An emerging mechanism for intracellular organization is liquid-liquid phase separation 

(LLPS). Found in both the nucleus and the cytoplasm, liquid-like droplets condense to create 
compartments that are thought to promote and inhibit specific biochemistry. In this work, a 
multiphase, Cahn-Hilliard diffuse interface model is used to examine RNA-protein interactions 
driving LLPS. We create a bivalent system that allows for two different species of protein-RNA 
complexes and model the competition that arises for a shared binding partner, free protein. With 
this system we demonstrate that the binding and unbinding of distinct RNA-protein complexes 
leads to diverse spatial pattern formation and dynamics within droplets. Both the initial 
formation and transient behavior of spatial patterning are subject to the exchange of free proteins 
between RNA-protein complexes. This study illustrates that spatiotemporal heterogeneity can 
emerge within phase-separated biological condensates with simple binding reactions and 
competition. Intra-droplet patterning may influence droplet composition and, subsequently, 
cellular organization on a larger scale. 

Introduction 
Liquid-liquid phase separation (LLPS)  has emerged as a common mechanism for 

intracellular organization [1, 2]. Liquid-like condensates create cellular compartments akin to but 
quite different from those bound by lipid bilayer membranes [3].  Droplet formation is thought to 
be driven by LLPS and therefore assembly and disassembly can be far more dynamically 
controlled than membrane-bound compartments [4, 5].  Found in both the nucleus (e.g., the 
nucleolus, Cajal bodies, and PML bodies) and the cytoplasm (e.g., stress granules, P-bodies, and 
P-granules), these liquid droplet compartments sequester condensates of specific molecular 
ingredients and their complexes [6-8]. The droplets create localized environments that are 
hypothesized to functionally serve to promote or inhibit specific biochemistry, and to sequester 
RNAs and proteins within the compartment [9, 10].  In many cases, intrinsically disordered 
proteins with polyQ tracts, prion-like domains or low-complexity sequences promote phase 
separation and frequently these disordered domains are coupled to multiple RNA binding 
domains [7, 11, 12]. Additionally, multiple proteins are capable of attaching to a single RNA in 
the RNA-protein complexes [2, 13, 14]. This multivalency of RNA-protein interactions provides 
a physical basis, analogous to polymeric phase separation, for RNA-protein complexes and free 
species to undergo LLPS as explored in the above references.  

The molecular interactions that promote LLPS have been explored through mathematical 
modeling using simple systems of soluble and phase-separating constituents [15-18]. While 
employing both sharp and diffuse interface techniques, many of these studies primarily focused 
on macroscale changes that result from transient molecular interactions, such as droplet 
formation and spatial patterning [15-19]. A key challenge is to resolve how chemical reactions 
arrest Ostwald ripening by pushing the system away from equilibrium via catalytic cores, 
externally controlled reactions, and optimized reversible reaction rates [17, 19, 20]. Other work 
has considered multiple reacting volume fractions to address the question of how phase 
separation works under generic biological conditions, where many molecular species coexist in a 
crowded mixture. These studies consider random interaction potentials among a large number of 
species [7]. While these models have examined the role of specific molecular interactions on 
multi-step complex formation and intra-droplet pattern formation [7], the influence of different 
reversible molecular interactions on intra-droplet patterning has not been carefully explored by 
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modeling of LLPS in biological contexts. This is a critical gap because specificity in molecular 
interactions is likely central to regulating assembly and disassembly of diverse and distinct 
condensates that coexist in the same crowded cytoplasm [2] or nucleus [21].  

The multivalent nature of RNA-protein interactions raises the possibility of multiple 
distinct protein-RNA complexes inhabiting the same phase-separated RNA droplet. While partial 
demixing has been proposed as a theoretical possibility [7], the implications for the dynamics 
and patterning of LLPS is not yet well explored through mathematical modeling. Specifically, a 
framework is needed, and is presented here, to examine the interplay between the kinetic 
timescales for reversible formation of multiple molecular complexes, the dynamics of phase 
separation, and the diffusive motion of all molecular species. This modeling framework provides 
predictions of dynamic spatial patterning of molecular species and complexes within phase-
separated droplets, as well as the timescales for coarsening and ripening.   

Herein, we present a phase field model that examines how the formation of protein and 
RNA complexes that compete for common components influences spatial and temporal 
dynamics of phase separation. We use a Cahn-Hilliard diffuse interface model [22] to describe 
both the droplet and the surrounding solution. As a foundation for tracking distinct protein-RNA 
complexes and their interactions and structure within single phase-separated droplets, we create a 
bivalent system that allows for two different species of protein-RNA complexes and model their 
respective volume fractions. While this model can be extended to additional complexes and 
multivalent interactions, we opt for simplicity at this point until such time that we have 
sufficiently resolved experimental data for the number and prevalence of higher-order complexes 
in phase-separated droplets. We assume each complex has the same interaction potential with the 
solution, favoring partial de-mixing in two-component droplets. The free RNA and protein 
precursors are assumed to mix freely within droplets and the surrounding solution, and therefore 
modeled as purely diffusive species (possibly with phase-dependent diffusivity).  

Under these conditions, we model the competition that arises for a shared binding 
partner, free protein, when RNA is bivalent, and explore the dynamics and structure among four 
allowable species (free protein and RNA, RNA-protein and protein-RNA-protein complexes). 
With this reaction-diffusion system, and a chemical potential that favors phase separation, we 
demonstrate that the relative binding-unbinding kinetics of distinct RNA-protein complexes 
tunes the competition, leading to diverse spatial pattern formation and dynamics of patterns 
within individual droplets. Both the initial formation and transient behavior of spatial patterning 
are subject to the exchange of free proteins between RNA-protein complexes – behavior that is 
enhanced when protein and RNA mobility is phase dependent. The diverse patterning outcomes 
are captured with state diagrams of the initial, intermediate, and long-time dynamics and 
structure within phase-separated droplets, over a selected two-parameter space of binding-
unbinding kinetics. This approach creates a general modeling framework upon which to add 
further complexity of molecular interactions relevant to multivalent systems involved in LLPS. 
The present bivalent RNA-protein model simulations study already illustrate and give insight 
into the diversity of spatiotemporal heterogeneity possible within phase-separated biological 
condensates, and provide feedback for future experiments. 
 
Mathematical model of the kinetics of transient molecular interactions and spatial 
patterning of multiple (two) RNA-protein complexes 

We present a proof-of-principle model that examines the competition and behavior of two 
distinct protein-RNA complexes. As illustrated in Figure 1, a single protein (P) is capable of 



 4

binding with a single RNA (R), to form a simple protein-RNA complex (N1). If a different 
protein site on the RNA of the N1 complex binds with a second protein, the protein-RNA-protein 
complex (N2) is formed. Both the protein-RNA (N1) and protein-RNA-protein (N2) complexes 
are capable of driving droplet formation and coexist within a droplet,  ܲ ൅ ܴ ֎ ଵܰ, ଵܰ ൅ ܲ ֎ ଶܰ 

The Cahn-Hilliard phase field model allows us to use an order parameter (φ) to describe 
the matrix (φ = 0), the droplet (φ = 1), and the interface (0 < φ < 1) [23]. We decompose the 
order parameter as a multi-component mixture with ߶ ൌ ଵܰ ൅ ଶܰ consisting of the sum of 
volume fractions (in our bivalent model with N1 and N2) of the different complexes capable of 
forming due to protein-RNA binding interactions. For simplicity, we assume that the volume 
fraction for each component includes the required solvent. The volume fractions of the free RNA 
(denoted as R) and protein (denoted as P) are assumed to mix freely within the matrix and 
droplets with no interaction potential. We therefore assume that these variables evolve with 
standard Fickian diffusive dynamics [24]. As shown in Equations (1)— (5), the model couples 
the Cahn-Hilliard phase field model with reversible protein and RNA interactions (under detailed 
balance conditions) to describe the binding-unbinding of protein and RNA to form complexes 
capable of phase separation.  

We assume that, initially, there are no protein-RNA complexes (N1(x, 0) = N2(x, 0) = 0). 
It is also assumed that the system begins with a set amount of protein and RNA available for 
complex formation, that the system begins in normal physiological conditions, and that the 
volumes of RNA and protein are equal. Using the molecular weights of an ~1600 nucleotide 
RNA and ~78 kDA protein, these equal volume fractions would result in having roughly 6.5x as 
much protein available in the system as RNA. Further, it is assumed that the total volume of 
protein and RNA are conserved, resulting in a system wherein N1 and N2 formation must 
compete for limited resources, such as would exist in an in vitro experiment. The parameter 
definitions are given in Table 1. This model also assumes that the binding of protein to RNA 
does not result in structural changes that would affect kinetic rates or diffusivities.  We denote 
the volume fractions for protein-RNA complex, protein-RNA-protein complex, free protein and 
free RNA by N1, N2, P and R respectively. Then the governing equations are proposed as 
 
 డேమడ௧ ൌ ߘ · ቆߣேమܯሺ߶ሻߘ ቀ ఋிఋேమቁቇ ൅ ܿଷ ଵܰܲ െ ܿସ ଶܰ, (1) 

 డேభడ௧ ൌ ߘ · ቆߣேభܯሺ߶ሻߘ ቀ ఋிఋேభቁቇ ൅ ܿଵܴܲ െ ܿଶ ଵܰ െ ܿଷ ଵܰܲ ൅ ܿସ ଶܰ, (2) 

 డ௉డ௧ ൌ ߘ · ሺߣ௉ܯሺ߶ሻܲߘሻ െ ܿଵܴܲ ൅ ܿଶ ଵܰ െ ܿଷ ଵܰܲ ൅ ܿସ ଶܰ, (3) 

 డோడ௧ ൌ ߘ · ሺߣோܯሺ߶ሻܴߘሻ െ ܿଵܴܲ ൅ ܿଶ ଵܰ, (4) 

 ߶ ൌ ଵܰ ൅ ଶܰ. (5) 

In Equations (1)— (5), 0 ൏ ሺ߶ሻܯ ൑ 1 is a non-dimensional phase-dependent term that 
scales the mobility. Additionally, F is the free energy of the system defined below in (6)— (7). 
To accommodate the two-component phase system, the model includes Ginsburg-Landau free 
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energy with a variation with a variation that transforms the classic double-well bulk chemical 
potential into an analogous well and trough (degenerate well) 
ܨ  ൌ න ଶ2ߝ ሺ׏| ଵܰ ൅ ଶܰሻ|ଶ ൅ ൫ ଵܰଶ ൅ ଶܰଶ൯൫1 െ ሺ ଵܰ ൅ ଶܰሻ൯ଶΩ ሻ  ,ݔ݀

 
(6) 

 
where ߝ controls the interfacial thickness. To constrain the numerical stability, we add an extra 
stabilized term ܧߙ into F, where E is given as 
 

ሺܧ ଵܰ, ଶܰሻ ൌ ۔ۖەۖ
ۓ ݁ିఊேభ, ଵܰ ൏ 0,݁ିఊேమ, ଶܰ ൏ 0 ,݁ିఊሺଵିேభାேమሻ,             1 െ ଵܰ ൅ ଶܰ ൏ 0݁ିఊሺଵିேమାேభሻ, 1 െ ଶܰ ൅ ଵܰ ൏ 0,0, ,݁ݏ݅ݓݎ݄݁ݐ݋ , (7) 

with ߙ and ߛ artificial numerical parameters. The heuristic free energy qualitatively matches the 
Standard Solution Model  [18] without logarithmic singularities that constrain numerical 
stability. The logarithmic singularities are regularized by the function ܧሺڄ,ڄሻ, which is defined 
outside the domain of definition of the volume fractions ଵܰ, ଶܰ. 
 
Results 

The influence of reversible protein-RNA interactions on macroscopic phase field 
properties has been previously examined; here we explore and highlight the influence of protein-
RNA interactions on intra-droplet patterning in space and time. For simplicity, we assume 
phase-independent mobility (ܯሺ߶ሻ ൌ 1): spatial movement would depend upon the diffusion 
rates (λ) listed in Table 1. These diffusion constants are weighted relative to each other based on 
the molecular weights of an RNA (~1600 nucleotides) and protein (~78 kDa) that have been 
previously shown to undergo an RNA-dependent LLPS [25]. With this established set up, our 
analysis focuses on consequences of relative rates of protein-RNA binding-unbinding 
interactions. 

Given previous work that modeled molecular interactions forming one phase separated 
protein-RNA complex, the initial aim of this model was to mimic a system driven by a single 
protein-RNA complex. The parameters in Table 1 were selected so the protein and RNA would 
bind quickly to form a stable N1 complex, a complex that would be slow to gain a second protein 
to form a stable N2 complex. This relationship creates an environment for N1 to accumulate 
quickly and thus initially resemble the single protein-RNA complex system. On a longer 
timescale, the slower formation of ଶܰ complex leads to competition with N1 for resources.  

As shown in Figure 2, at the onset of phase separation, the droplets are heavily populated 
with N1 at the center, while the N2 complex forms a ring at the droplet interface. As time 
progresses, the N1 complex continues to bind with free protein to form N2 and there is a wave-
like diffusion of N2 inwards towards the droplet center. But, because the formation rate (c1) of 
the stable N1 complex is much faster than the rate of N2 formation, N1 still occupies the majority 
of each individual droplet as the system evolves towards a single-droplet system. This intra-
droplet patterning of the system indicates that not only did N1 drive the phase separation but it is 
also the dominant phase-separated component as the system evolves. Next, we will explore the 
diversity of intra-droplet structure and dynamics as two key protein-RNA kinetic parameters are 
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varied: the rates of N1 dissociation (c2) and N2 formation (c3), respectively. Figure 2 is embedded 
as data point A in the state diagrams (at onset, intermediate time, and long-time) of Figure 3. 

Altering binding kinetics alters droplet composition at phase separation onset   
 To deviate from N1-dominated droplets at the onset of phase separation, intuitively it is 
sufficient to impose a less-stable N1 complex and a quick-to-assemble and stable N2 complex by 
enhancing the rates of N1 disassociation (c2) and N2 formation (c3), respectively. Data point D in 
Figure 3 is a representative choice for this outcome. The influence of altering the rates of N1 
disassociation (c2) and N2 formation (c3) at the onset of phase separation are shown in the state 
diagram in Figure 3A. For conditions where both c2 and c3 are small, the resulting product is a 
quickly forming, stable N1 complex and a slowly forming (yet stable) N2 complex, as shown in 
Figure 2. Thus, like in Figure 2, N1 occupies most of the droplets and exists at the droplet core. If 
the N1 complex is less stable (larger c2), but the N2 complex is too slow to form (low c3), the 
system is unable to phase separate. There simply is not enough of the needed protein-RNA 
complexes to drive and sustain phase separation. 

If, however, both the rate of N1 disassociation (c2) and the rate of N2 formation (c3) are 
increased, the N1 complex forms for just long enough to quickly bind with nearby free protein, 
thus forming the stable N2 complex. This N2 complex will then be the dominant droplet 
component at the onset of phase separation. Thus, while varying c2 and c3 can result in a 
spectrum of droplet make-ups, the initial phase-separated behavior can be divided into three 
subcategories: N1-dominated droplets with an N1 core, N2-dominated droplets with an N2 core, or 
failure to phase separate.  

Intra-droplet patterning evolves over multiple time scales 
In addition to altering the composition of the droplets at the onset of phase separation, c2 

and c3 influence intermediate and long timescale intra-droplet patterning. The (c2, c3) state 
diagrams shown in Figures 3B and 3C show that the region of N1-dominated droplets shrinks as ݐ ՜ ∞. The boundary separating the N1-dominated region from the N2-dominated region shifts 
to the left, allowing for more N2-dominated droplet systems long term. This shift means that, 
while the model started with two generalized states (N1-core droplets vs. N2-core droplets) at the 
onset of separation, the system can evolve to display 5 general behaviors of the droplets through 
time (Figure 4).  

The intra-droplet pattern evolution behaviors are marked on the state diagrams as (A)-(E) 
and are mapped out explicitly in Figure 4. Systems with extreme initial behaviors, such as (A) 
and (D) in Figures 3 and 4, where one complex strongly dominates the droplets over the other at 
the onset of phase separation, are able to retain the same intra-droplet patterning as time 
progresses. It is the droplet systems near the dashed line in Figure 3A that experience changes in 
intra-droplet patterning. Droplet systems such as (B) in Figure 3 begin in an N1-dominated 
droplet region, meaning that N1 exists at the core of the droplets. However, as time continues and 
the dashed line shifts, droplets evolve towards a single well-mixed droplet. In contrast, droplet 
systems on the other side of the dashed line in Figure 3A begin with an N2-core and become 
increasingly N2 dominant as time progresses and the dashed line shifts.  

Systems such as (E) begin with N1-dominated droplets. However, as the dashed line in 
Figures 3B and 3C shifts, the system eventually has a single droplet with an N2 core and an N1 
ring at the interface. Thus, it is possible for N1-dominated droplet systems to evolve into an N2-
dominated droplet, so long as the system is comprised of a weak N1 complex and a quickly 
forming N2 complex. 
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Phase-Dependent Mobility Influences Long-Term Intra-Droplet Patterning, With 
Negligible Influence on Initial Phase Separation 

The droplets of biological phase-separated systems are more dense or concentrated than 
the surrounding solution [8, 25].  RNA, protein molecules, and complexes will experience a 
more viscous environment within phase-separated droplets, and, therefore, exhibit diminished 
diffusive mobility. In this section, we assume that the viscosity can be averaged according to the 
volume fraction of the mixture. Instead of the constant value of ܯሺ߶ሻ ൌ 1 used in the previous 
section, the mobility function, ܯሺ߶ሻ, is now scaled linearly with complex volume fraction in a 
phase-dependent manner, as shown in Equation (8), where ݉ ൌ ሺ1ሻܯ െ 1, ܾ ൌ 1, and 0 ൏ܯሺ߶ሻ ൑ 1. With this new mobility function, diffusion within the droplet is reduced by a factor of 10ଷ compared to the surrounding matrix.  
ሺ߶ሻܯ  ൌ ݉ · ߶ ൅ ܾ. (8) 

 The introduction of phase-dependent mobility does not drastically alter the composition 
of the droplets at the onset of phase separation. Figure 5 shows the N1 location within the 
droplets for the five examples (A-E) highlighted in Figure 3, as well as the lack of phase 
separation (F), for both phase-independent and phase-dependent mobility. In all scenarios, the 
complex residing in the core at the time of phase separation with phase-independent mobility 
also dominates the core with phase-dependent mobility. Further, the time necessary for the 
system to phase separate does not shift with the phase-dependent mobility. Rather, as shown in 
Figure 6, it is the molecular interactions that control when the system phase separates. In 
particular, cases such as (D), where the N1 complex is weak and the N2 complex is slow to form, 
take the longest to phase separate. With the addition of phase-dependent mobility, in a well-
mixed initial system, ܯሺ߶ሻ resembles phase-independent mobility, giving protein and RNA 
interactions control over system dynamics.  

Instead, the introduction of phase-dependent mobility influences the long-term patterning 
of the droplets. Once the system phase separates, the phase-dependent mobility makes the inward 
movement of the shell complex much more difficult. One such example of this is in Figure 5A. 
With phase-independent mobility, as time progresses, N1 complexes at the interface of the 
droplet bind with free protein in the matrix, allowing the N2 population to grow and easily 
diffuse towards the droplet center. This diffusion increases the space N2 occupies in the single 
droplet system. However, with phase-dependent mobility, a larger single droplet traps proteins, 
RNAs, and complexes in the center. As the N1 complex slowly disassociates, it now has a pool of 
trapped, free protein available for binding and N2 complex formation. The result is the shell-ring-
core (SRC) pattern that is observed in the phase-dependent mobility of Figure 5A at t = 1000. 
Shell-ring-core behavior also appears and is amplified in Figure 5D, where the N1 complex is 
unstable and the N2 complex is both quick to form and stable. This system initially depletes the 
free protein and RNA to form the N2 complex. With phase dependent mobility, however, a large, 
single droplet system traps free protein in the droplet core. While much of this free protein is 
used for N2 formation, its inability to escape also results in an increase in N1 concentration 
within the core, subsequently increasing the SRC behavior that faintly existed without phase-
dependent mobility. Thus, in systems dominated by one complex, phase-dependent mobility 
allows for the weaker complex to grow and increase its long-term droplet presence. 

Ultimately, the addition of phase-dependent mobility results in increased segregation of 
the protein-RNA complexes within all systems. As observed in Figure 7, the shell of the single 
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droplet in both systems A and D occupies less of the droplet radius with phase-dependent 
mobility than without at t = 1000 due to the emergence of the shell-ring-core. Further, this 
increase in long-term complex segregation also persists in systems that are not heavily 
dominated by a single complex. While the complex dominating the shell in B, C, and E does not 
change, in Figure 7 the shells in these systems also occupy less of the droplet radius with phase-
dependent mobility at t = 1000 than without it. This decrease in droplet radius occupied by the 
shell indicates that, as the system evolves, the phase-dependent mobility forces the different 
complexes to mix and interact with each other less. Instead, phase-dependent mobility 
encourages further division of intra-droplet compartments.  
 
Discussion 

We have shown that variations in intra-droplet patterning in time and space occur when 
different RNA-protein complexes draw from a common pool of components in a phase-
separating system. In addition to setting up competition for common components, protein-RNA 
complex assembly and disassembly rates influence macroscopic phase field properties, including 
the time it takes to phase separate and the intra-droplet patterning and dynamics.  We further 
show that variation of the kinetic rate constants leads to the emergence of shell-core intra-droplet 
patterning, establishing segregation of the different protein-RNA complexes within the droplets. 
Our model predicts that this patterning of the complexes within the droplet is a persistent 
construct that is maintained as the droplets undergo Ostwald ripening and evolve toward steady 
state behavior. 

Even with the addition of phase-dependent mobility, the existence of intra-droplet 
patterning is persistent both at the onset of separation and in the long term. However, instead of 
the shell-core behavior created with phase-independent mobility, a more nuanced pattern within 
droplets emerges. In systems where the protein and RNA interactions dictate that one complex 
will drive and dominate during phase separation, the droplets evolve at different rates. Larger 
droplets create small microenvironments that trap free protein and RNA, creating a pool of free 
constituents within droplets to be used for new complex formation. The pool of trapped protein 
and RNA means that these systems evolve to a shell-ring-core behavior. Systems that are not 
dominated by one complex but instead depend on the exchange of free protein for complex 
creation do not have the long-term shell-ring-core behavior.  Further, the shells in these droplets 
are smaller, a consequence of the phase-dependent mobility that further segregates the 
complexes within the droplet. These results predict that the rates of protein-RNA binding 
interactions establish the general intra-droplet patterning, while phase-dependent mobility 
dictates the details of patterns and their dynamics.  

Intra-droplet patterning, e.g. shell-core behavior, has been observed previously [7, 26]. 
The creation and maintenance of this patterning could have significant biological implications on 
the function and material properties of these droplet condensates. Depending upon the interaction 
parameters, the complexes that exist on the surface can be varied in time and space. The 
availability of binding sites on the shell protein-RNA complex could determine how and when 
free protein and RNA diffuse into the droplets, as well as what species diffuse out of the droplet 
and into the surrounding fluid. This exchange of molecular components will influence the long-
term composition of phase-separated droplets, their lifespan and ability to perform specific 
biochemistry inside or near the condensates. Likewise, the protein-RNA complex at the core of 
the droplets would have the free protein and RNA pools at its disposal, allowing for continued 
binding and rebinding, rather than relying on free constituents permeating from the ‘shell’. 
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Together, these behaviors could define the physical, observable properties of the droplets, as well 
as the role they play in the cell cytoplasm or nucleus.  

The model presented in this work provides a theoretical scaffold for future model 
development. The appearance of the minor complex shell at the droplet interface implies that this 
complex may control or influence interactions that occur at the surface of the droplets. Given that 
it is possible for the minor and major complex to switch positions within the droplet by a 
reordering of the binding-unbinding rates, future experimental work is required to validate which 
droplet patterns are observed and persist over what timescales, and if patterns change, how they 
are tuned by post-translational modifications that would reorder binding-unbinding rates. 
Previous work has suggested that Ostwald ripening can be deterred if the system is kept from 
equilibrium [17, 19, 20]. A key difference between in vitro and in vivo conditions is the presence 
of protein and RNA synthesis and degradation, which may alter the way competition influences 
the dynamics of phase separation. With expansion of the model and future experiments, we aim 
to understand how the segregation and pattern formation of protein-RNA complexes can arise in 
physiological contexts.  A key feature of biomolecular condensates is the formation of a surface 
which creates a boundary between the bulk and the condensed phase.  This model presents a 
mechanism for this surface layer to have distinct properties and identity, which could, in turn, 
enable multiple functionalities within a single droplet.  The degree to which droplets in cells 
exhibit, maintain or avoid the patterns predicted here presents an important area for future study.   
 
Figures 
 

Figure 1: A single protein is capable of binding to a single RNA to form the N1 complex. The N2 
complex is formed when an N1 complex acquires a second protein. The formation of protein-RNA 
complexes drives droplet formation and the N1 and N2 complexes are capable of mixing within a single 
droplet. 
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Figure 2: Initial droplet system and the location of N1 and N2 within the droplets at the time of phase 
separation, at the time of phase separation + 10 seconds, and at t = 1000 seconds for the parameters 
outlined in Table 1.  
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Figure 3: State diagrams of intra-droplet structure at three timesales versus the rate of N1 
disassociation (c2) and N2 formation (c3). (A) At onset of phase separation. (B) At 10 seconds after the 
onset of phase separation. (C) At t = 1000 seconds.  
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Figure 4: Five general cases for droplet evolution that correspond to the points (A-E) indicated in 
Figure 3. In each case, yellow indicates where N1 is located in the droplet while blue indicates where 
N2 is located. Green indicates that there is an even mixture of N1 and N2 (see color figure online). 
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Figure 5: The location of N1 for both phase-independent mobility and phase-dependent 
mobility for examples corresponding to the points (A-F) indicated in Figure 3 (see color figure 
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online).   

 

Figure 6: Time of phase separation for both phase-independent mobility and phase-dependent 
mobility corresponding to the points (A-E) indicated in Figure 3.  
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Figure 7: Fraction of the droplet radius occupied by the minority complex shell for both 
phase-independent mobility and phase-dependent mobility. A-E correspond to the points (A-
E) indicated in Figure 3.  
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Tables 
 

Table 1: Parameter Definitions and Default Values for the Model 
Parameter Definition Value Units ߣௐ Diffusion Rate of Free Protein 3.75 ൈ 10଴ ݉ߤଶݏ  

ோ Diffusion Rate of Free RNA 5.8ߣ ൈ 10ିଵ ݉ߤଶݏ  

ேభ Diffusion Rate of N1 Complex 5ߣ ൈ 10ିଵ ݉ߤଶݏ  

ேమ Diffusion Rate of N2 Complex 4.4ߣ ൈ 10ିଵ ݉ߤଶݏ  

ܿଵ Binding rate of Protein and RNA to form N1 1 ൈ 10଴ 
 ݏ1

ܿଶ Disassociation Rate of N1 1 ൈ 10ିଶ 
 ݏ1

ܿଷ Binding rate of N1 and Protein to form N2 1 ൈ 10ିଵ 
ସ Disassociation rate of N2 to release N1 and Proteinܿ ݏ1 1 ൈ 10ିଶ 
 ݏ1
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Appendices 
 
Appendix 1: Numerical Schemes 
 
 In this section, we give the detailed numerical approximations for the LLPS model we 
proposed. Consider a rectangular domain Ω ൌ ሾ0  ܮ௫ሿ  ൈ  ௬ is the lengthܮ ௫ andܮ ௬൧, whereܮ  0ൣ 
in x and y direction, respectively. The LLPS model is proposed as 
 

ەۖۖ
۔ۖۖۖ
ۖۖۖ
௧߲ۓ ଶܰ ൌ ׏ · ቀߣேమܦሺ߶ሻ׏ ఋிఋேమቁ ൅ ܿଷ ଵܰ െ ܿସ ଶܰ, in Ω ൈ ሺ0, ܶሿ,߲௧ ଵܰ ൌ ׏ · ቀߣேభܦሺ߶ሻ׏ ఋிఋேభቁ ൅ ܿଵܴܲ െ ܿଶ ଵܰ െ ܿଷ ଵܰܲ ൅ ܿସ ଶܰ,     in Ω ൈ  ሺ0, ܶሿ,߲௧ܲ ൌ ׏ · ሺߣ௉ܦሺ߶ሻܲ׏ሻ െ ܿଵܴܲ ൅ ܿଶ ଵܰ െ ܿଷ ଵܰܲ ൅ ܿସ ଶܰ,     in Ω ൈ  ሺ0, ܶሿ,߲௧ܴ ൌ ׏ · ሺߣோܦሺ߶ሻܴ׏ሻ െ ܿଵܴܲ ൅ ܿଶ ଵܰ,     in Ω ൈ  ሺ0, ܶሿ,׏ ߜܨߜ ଵܰ · ܖ ൌ 0, ׏ ߜܨߜ ଶܰ · ܖ ൌ 0, ׏ ଵܰ · ܖ ൌ 0, ׏ ଶܰ · ܖ ൌ 0, on ∂Ω ൈ  ሺ0, ܶሿ,ܲ׏ · ܖ ൌ 0, ܴ׏ · ܖ ൌ 0, on ∂Ω ൈ  ሺ0, ܶሿ,ଵܰ ൌ ଵܰ଴, ଶܰ ൌ ଶܰ଴, ܲ ൌ ܲ଴, ܴ ൌ ܴ଴ in Ω ൈ ሼ0ሽ.

 (A1.1) 

 
 In order to solve the LLPS model above, we use a second-order finite difference scheme 
for spatial discretization and second-order semi-implicit backward differential formula for time 
discretization. The stabilizing technique in [27] is also utilized during the time discretization. 
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 We divide the domain into rectangular meshes with mesh size ݄௫ ൌ ௫ܮ ௫ܰ⁄ , ݄௬ ൌ ௬ܮ ௬ܰ⁄  
where ௫ܰ and ௬ܰ are the number of meshes in each direction. Then we define the sets of grid 
points in 1D as follows [28-30] 
 

௫ܧ                ൌ ൜ݔ௜ାభమ|݅ ൌ 0, 1, ڮ , ௫ܰൠ,    ܥ௫ ൌ ሼݔ௜|݅ ൌ 0, 1, ڮ , ௫ܰሽ,    
(A1.2) 

௬ܧ                ൌ ൜ݕ௜ାభమ|݅ ൌ 0, 1, ڮ , ௬ܰൠ,    ܥ௬ ൌ ൛ݕ௜|݅ ൌ 0, 1, ڮ , ௬ܰൟ,    
 
where ݔ௟ ൌ ቀ݈ െ ଵଶቁ ݄௫ and ݕ௟ ൌ ቀ݈ െ ଵଶቁ ݄௬. The sets ܧ௫ and ܧ௬ are the edge-centered points for 
the uniform partition, and ܥ௫ and ܥ௬ are the cell-centered points for the uniform partition. 
 We define the following discrete functional spaces: 
௫ൈ௬ܥ  ൌ ൛߶: ܥ௫ ൈ ௬ܥ ՜ Թൟ, Ԫ௫ൈ௬௘௪ ൌ ൛ݑ: ௫ܧ ൈ ௬ܥ ՜ Թൟ, Ԫ௫ൈ௬௡௦ ൌ ൛ݒ: ௫ܥ ൈ ௬ܧ ՜ Թൟ. (A1.3) 

 
We define the center-to-east-west-edge average and difference operators ܣ௫, ௫ൈ௬ܥ :௫ܦ ՜ Ԫ௫ൈ௬௘௪ : 
௫߶௜ାభమ,௝ܣ  ൌ ଵଶ ൫߶௜ାଵ,௝ ൅ ߶௜,௝൯,     ܦ௫߶௜ାభమ,௝ ൌ ଵ௛ೣ ൫߶௜ାଵ,௝ െ ߶௜,௝൯. (A1.4) 

 
We further define the center-to-north-south-edge average and difference operators ܣ௬, ௫ൈ௬ܥ :௬ܦ ՜ Ԫ௫ൈ௬௡௦ : 
௬߶௜,௝ାభమܣ  ൌ ଵଶ ൫߶௜,௝ାଵ ൅ ߶௜,௝൯,     ܦ௬߶௜,௝ାభమ ൌ ଵ௛೤ ൫߶௜,௝ାଵ െ ߶௜,௝൯. (A1.5) 

 
Denote the full discrete Laplacian and biharmonic operators as: 
 ∆௛ൌ ݀௫ሺܦ௫߶ሻ ൅ ݀௬൫ܦ௬߶൯,     ∆௛ଶൌ ∆௛ሺ∆௛ሻ. (A1.6) 

 
 With the notations above, the scheme for the LLPS model is given as follows. 
 
Scheme A1.1. Give the initial condition ଵܰ଴, ଶܰ଴, ܲ଴, ܴ଴. After we obtain ଵܰ௡, ଶܰ௡, ܴ௡, ܲ௡, ݊ ൒ 1, 
we can get ሺ ଵܰ௡ାଵ, ଶܰ௡ାଵ, ܴ௡ାଵ, ܲ௡ାଵሻ via 
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௧ାߜ ଶܰ௡ାଵ ൌ ݀௫ · ቂܣ௫ ቀߣேమܯሺ߶ሻቁ ௫ܦ ቀ ఋிఋேమቁቃ௡ାଵ ൅ ݀௬ · ቂܣ௬ ቀߣேమܯሺ߶ሻቁ ௬ܦ ቀ ఋிఋேమቁቃ௡ାଵ
                                                           െܵ଴∆௛ଶ ቀ ଶܰ௡ାଵ െ ܰଶ௡ାଵቁ ൅ ଵܵ∆௛ ቀ ଶܰ௡ାଵ െ ܰଶ௡ାଵቁ ൅ ே݂మ ௡ାଵ,ߜ௧ା ଵܰ௡ାଵ ൌ ݀௫ · ቂܣ௫ ቀߣேభܯሺ߶ሻቁ ௫ܦ ቀ ఋிఋேభቁቃ௡ାଵ ൅ ݀௬ · ቂܣ௬ ቀߣேభܯሺ߶ሻቁ ௬ܦ ቀ ఋிఋேభቁቃ௡ାଵ
                                                           െܵ଴∆௛ଶ ቀ ଵܰ௡ାଵ െ ܰଵ௡ାଵቁ ൅ ଵܵ∆௛ ቀ ଵܰ௡ାଵ െ ܰଵ௡ାଵቁ ൅ ே݂భ ௡ାଵ,ߜ௧ାܲ௡ାଵ ൌ ݀௫ · ௫ܲ൧௡ାଵܦሺ߶ሻ൯ܯ௉ߣ௫൫ܣൣ ൅ ݀௬ · ௬ܲ൧௡ାଵܦሺ߶ሻ൯ܯ௉ߣ௬൫ܣൣ ൅ ܵ௉∆௛ ቀܲ௡ାଵ െ ܲ௡ାଵቁ ൅ ௉݂௡ାଵ,ߜ௧ାܴ௡ାଵ ൌ ݀௫ · ௫ܴ൧௡ାଵܦሺ߶ሻ൯ܯோߣ௫൫ܣൣ ൅ ݀௬ · ௬ܴ൧௡ାଵܦሺ߶ሻ൯ܯோߣ௬൫ܣൣ ൅ ܵோ∆௛ ቀܴ௡ାଵ െ ܴ௡ାଵቁ ൅ ோ݂௡ାଵ,

 

 
where ߜ௧ሺ·ሻ௡ାଵ ൌ భమഃ೟ሺ3ሺ·ሻ௡ାଵ െ 4ሺ·ሻ௡ ൅ ሺ·ሻ௡ିଵሻ is the second-order backward differential 

formula, and ሺ·ሻ௡ାଵ ൌ 2ሺ·ሻ௡ െ ሺ·ሻ௡ିଵ is a second-order extrapolation, and S’s are stabilizing 
constants. Here, f’s are the reactive terms. 
 
 Note, the scheme above is decoupled, meaning ଵܰ௡ାଵ, ଶܰ௡ାଵ, ܲ௡ାଵ, and ܴ௡ାଵ could be 
solved independently. In each time step, the linear system for each variable could be solved 
efficiently by utilizing the fast cosine transform. 
 
Appendix 2: Steady State Behavior in a Well-Mixed System 
 

Examining the steady state behavior of N1 and N2 in the ODE version of the system will 
allow us to understand how the long-term droplet make-up of N1 and N2 depends on the binding 
rates of the protein and RNA to form the RNP complexes. To find the steady state behavior of 
the ode system, the following condition must be satisfied: ൜ܿଵ · ܲ · ܴ െ ܿଶ · ଵܰ ൌ 0ܿଷ · ܲ · ଵܰ െ ܿସ · ଶܰ ൌ 0 (A2.1) 

Additionally, in this system, mass is conserved, meaning that   ൜ܲ ൅ ଵܰ ൅ 0.5 · ଶܰ ൌ ௣ܴܶ ൅ ଵܰ ൅ ଶܰ ൌ ோܶ  (A2.2) 

 
where the total volume fractions of protein and RNA are represented by ௉ܶ and ோܶ, respectively. 
Initially, in this system, protein-RNA complexes have yet to form and thus ଵܰሺ0ሻ ൌ ଶܰሺ0ሻ ൌ 0. 
Instead, half of the total initial volume fraction of the system is occupied by free protein and half 
is occupied by free RNA, meaning that ௉ܶ ൌ ோܶ ൌ 0.5. These conditions together result in two 
nullclines for N1 and one nullcline for N2: 
 



 21

ەۖۖ
۔ۖۖ
ۓ ଵܰଵ ൌ 14ܿଵ · ቆ2ܿଵ ൅ 2ܿଶ െ 3ܿଵ ଶܰ െ ට8ܿଵܿଶ ൅ 4ܿଶଶ െ 12ܿଵܿଶ ଶܰ ൅ ܿଵଶ ଶܰଶቇ

ଵܰଶ ൌ 14ܿଵ · ቆ2ܿଵ ൅ 2ܿଶ െ 3ܿଵ ଶܰ ൅ ට8ܿଵܿଶ ൅ 4ܿଶଶ െ 12ܿଵܿଶ ଶܰ ൅ ܿଵଶ ଶܰଶቇ
ଶܰ ൌ െ0.5ܿଷ ଵܰ ൅ ܿଷ ଵܰଶെܿସ െ 0.5ܿଷ ଵܰ

 (A2.3) 

 
The nullclines in (A2.3) result in three steady states for the system: two imaginary solutions and 
one real solution. The real steady state solution for the system is shown below in (A2.4). While 
there is a single steady state that the volume fractions of N1 and N2 can achieve, note that the 
steady state values of both N1 and N2 rely on a relationship between all four binding rates: c1, c2, 
c3, c4.  
 

ەۖۖ
۔ۖ
ۓۖ ଵܰ ൌ 0.13൫ܣ ൅ ଶܣ√ ൅ ଷ൯ଵܤ4 ଷൗܿଷܩ ൅ 1.33ܿସܿܪଷܩ െ ܣ൫ܤ0.21 ൅ ଶܣ√ ൅ ଷ൯ଵܤ4 ଷൗ ܿଷܩ

ଶܰ ൌ െ ܭ0.26 ൬ܭ െ 3.78ܿଷܩ൫ܣ ൅ ଶܣ√ ൅ ଷ൯ଵܤ4 ଷൗ ൰൫ܣ ൅ ଶܣ√ ൅ ଷ൯ଵܤ4 ଷൗ ܿଷܩ ൬ܭ ൅ 15.12ܿସܩ൫ܣ ൅ ଶܣ√ ൅ ଷ൯ଵܤ4 ଷൗ ൰
 (A2.4) 

 
where A, B, G, H, and K are defined as 
ܣ  ൌ െ72ܿଵଶܿଶܿଷସܿସଶ ൅ 360ܿଵܿଶଶܿଷସܿସଶ െ 16ܿଵଷܿଷଷܿସଷ െ 336ܿଵଶܿଶܿଷଷܿସଷ൅ 2112ܿଵܿଶଶܿଷଷܿସଷ ൅ 128ܿଶଷܿଷଷܿସଷ ൅ 192ܿଵଷܿଷଶܿସସെ 3072ܿଵଶܿଶܿଷଶܿସସ ൅ 4224ܿଵܿଶଶܿଷଶܿସସ െ 768ܿଵଷܿଷܿସହെ 5376ܿଵଶܿଶܿଷܿସହ ൅ 1024ܿଵଷܿସ଺, (A2.5) 

ܤ ൌ 48ܿଷܿସሺܿଶܿଷ ൅ 2ܿଵܿସሻሺ0.125ܿଵܿଷ ൅ ܿଵܿସ ൅ ܿଶܿସሻ െ 64ܿସଶሺ0.5ܿଵܿଷ െ ܿଶܿଷ ൅ܿଵܿସሻଶ, (A2.6) ܩ ൌ ܿଶܿଷ ൅ 2ܿଵܿସ, (A2.7) ܪ ൌ 0.5ܿଵܿଷ െ ܿଶܿଷ ൅ ܿଵܿସ, (A2.8) ܭ ൌ െ1.59ܤ ൅ ൫ܣ ൅ ଶܣ√ ൅ ଷ൯ଶܤ4 ଷൗ ൅ 10.08ܿସܪ൫ܣ ൅ ଶܣ√ ൅ ଷ൯ଵܤ4 ଷൗ
. (A2.9) 

 
 
 
 
 
 


