
This is the accepted manuscript made available via CHORUS. The article has been
published as:

Inverse Ising inference, hyperuniformity, and absorbing
states in the Manna model

Thomas Machon
Phys. Rev. E 98, 062104 — Published  5 December 2018

DOI: 10.1103/PhysRevE.98.062104

http://dx.doi.org/10.1103/PhysRevE.98.062104


Inverse Ising inference, hyperuniformity and absorbing states in the Manna model

Thomas Machon1, 2, ∗

1H. H. Wills Physics Laboratory, University of Bristol, Bristol BS8 1TL, UK
2Department of Physics and Astronomy, University of Pennsylvania,

209 South 33rd Street, Philadelphia, Pennsylvania 19104, USA

Using inverse Ising inference we show that the absorbing states of the one-dimensional Manna
model can be described by an equilibrium model with an emergent interaction displaying short-
ranged repulsion and long-ranged attraction. As the model approaches the critical point the in-
teraction becomes purely repulsive, decaying as r−α and we conjecture the exact value α = 1/2,

suggesting density fluctuations decay as r−3/2. We present a simple Gaussian field theory for the long
distance behaviour of critical absorbing states and discuss implications for the Manna universality
class.

For a distribution of particles in a domain of dimen-
sion d, two extremes of order are uniform randomness
and perfect crystalline structure. In the first case, the ex-
pected density of particles in regions of size `, 〈ρ`〉, may
be thought of as the average of ∼ `d iid random variables,
so that the density fluctuations behave as σ2(ρ`) ∼ `−d.
For a perfect crystal the number of particles in a re-
gion R is proportional to the number of unit cells in
R with variation only in how ∂R (∼ `d−1) intersects
the crystal lattice. It follows for reasonable choices of
R, such as spheres of radius `, that the density fluctua-
tions behave as σ2(ρ`) ∼ `−(d+1). Between these two ex-
tremes lie classes of systems which, while disordered, dis-
play suppressed density fluctuations where σ2(ρ`) ∼ `−λ,
d < λ < d+1; such systems are said to exhibit disordered
hyperuniformity [1, 2]. In Ref. [3] a variety of critical
absorbing states in non-equilibrium models were shown
to have suppressed, hyperuniform, density fluctuations,
with similar findings in other studies [4, 5].

Because a distribution of absorbing states has no in-
trinsic dynamics, it is completely characterised by the
equilibrium distribution of some unknown (and poten-
tially unphysical) Hamiltonian. The goal of this paper
is to determine the form of the equilibrium model cor-
responding to the critical point of an absorbing phase
transition in the Manna universality class. Using inverse
Ising inference we numerically estimate a model that re-
produces the suppressed density fluctuations found in ab-
sorbing states as the density ρ approaches the critical
density ρc. Below ρc we find an effective potential ex-
hibiting short-range repulsion and long-range attraction
decaying as r−β , with a minimum located at xmin(ρc−ρ).
As ρc − ρ→ 0, xmin as (ρc − ρ)−γ , where γ ≈ 1.4.

At ρc the interaction is purely repulsive, decaying as
r−α. Based on our numerical results, we conjecture
that α takes the exact value 1/2. We present a short
analysis of the inferred equilibrium model at the critical
point. While numerical simulations reproduce the expo-
nent λ ≈ 1.425 found in Ref. [3], the model may also be
studied analytically, where the long-range behaviour is
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FIG. 1. (color online). Density fluctuations, σ2(ρ`) as a func-
tion of density ρ and window size ` for the one-dimensional
Manna model with carrying capacity one. Below ρc, σ

2(ρ`) ∼
`−λ for small ` and ∼ `−1 for large `. As ρ→ ρc, the crossover
no longer occurs. Data from absorbing states on lattices of
size L = 105. Sample size N = 100 except for ρ = 0.8919
and ρ = 0.8921 where N = 40. The data for ρ = 0.8921
give λ = 1.424 ± 0.016. Note that for a given `, σ2(ρ`) is a
decreasing function of ρ.

Gaussian, and one finds λ = 3/2. Taken together, the
results suggest that the discrepancy may be a finite-size
effect, with 3/2 the true value. This supports the hypoth-
esis [6] that the Manna universality class (believed to be
conserved directed-percolation [7]) is related to theories
of interface depinning in quenched disorder, for which
one would expect λ = 3/2 [4].

We begin with the one-dimensional Manna model with
carrying capacity one [8]. The model is defined on a one-
dimensional periodic lattice of size L with each lattice
site having occupancy ni ∈ N0. Sites with ni greater
than the carrying capacity are deemed active. Active
sites update by distributing all particles amongst their
nearest neighbours. In this study these updates are done
sequentially with active sites chosen at random, though
the model may be defined with parallel updates with no
consequence for the critical behaviour [9]. The model
thus defined has two parameters, the density ρ and lattice
size, L. As L→∞ the model exhibits an absorbing phase
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Ĵ
(x
)

-0.2

0

0.2

0.4

0.6

0 20 40 60 80 100 120 140

0.85

0.86

0.87

0.88

0.885

0.89

0.891

0.8921

FIG. 2. (color online). Inferred interaction potentials Ĵ(x)
for the one-dimensional Manna model with varying values of
ρ ∈ [0.85, 0.8921], below ρc ≈ 0.8921, displaying short-range
repulsion and long-range attraction. As ρ → ρc the mini-
mum of the potential tends to∞ and the interaction becomes
purely repulsive at ρc (see Fig. 3). Data shown are from in-
ferred potentials with maximum range r = 1000. Plots ob-
tained using 100 samples of size 105 for each value of ρ with
a range r = 250. Note that, as shown in the plot, J(x) is a
monotonically increasing function of ρ for small x (< 8).

transition [10]. For ρ > ρc ≈ 0.892 [7, 9, 11, 12] the
system is in the active state, and the density of active
sites approaches a non-zero constant. For ρ < ρc the
system eventually reaches an absorbing state, with zero
active sites. The Manna model with carrying capacity
one was not studied in Ref. [3], so we first establish that
the absorbing states exhibit disordered hyperuniformity
as ρ→ ρc. The results are shown in Fig. 1, and the data
for ρ = 0.8921 give λ = 1.424± 0.016. This is consistent
with the value λ = 1.425 ± 0.025 found for other non-
equilibrium one-dimensional systems [3].

Because the set of absorbing states has no dynamics
associated to it, it is completely characterised by the
properties of a corresponding equilibrium system. For
a given distribution of initial conditions I, lattice size L
and density ρ the model defines a probability distribution

PL,ρ,I
(
{ni}

)
(1)

over valid absorbing states. Given this distribution,
one obtains an effective Hamiltonian HL,ρ,I

(
{ni}

)
=

− logPL,ρ,I
(
{ni}

)
. Our goal is to study the limit of this

Hamiltonian as L→∞ near the critical density ρc. The
relaxation timescale diverges as ρ approaches ρc and so
we assume the dependence of HL,ρ,I on the initial con-
ditions I to be negligible in this regime, and to vanish
as ρ → ρc. We will denote the limiting Hamiltonian
by Hρ or H if no confusion may arise. The absorbing
states of the model have occupancy ni ∈ {0, 1}, and so
the distribution PL,ρ,I

(
{ni}

)
is over configurations of a

one-dimensional lattice gas.
While in general HL,ρ,I

(
{ni}

)
may contain arbitrary

n-body interactions, we are only concerned with repro-

ducing the density fluctuations which are determined en-
tirely by the connected correlation function, g(r), as

σ2(ρ`) =
g(0)

`
+

2

`

`−1∑
k=1

(
1− k

`

)
g(k). (2)

It is hence sufficient for our equilibrium model to re-
produce g(r). The maximum entropy model reproduc-
ing an arbitrary two-point correlation function is an
Ising-type model, containing only one- and two-body
interactions [13, 14]. The symmetries of the Manna
model impose translational and reflection invariance on
PL,ρ,I

(
{ni}

)
and so we assume that the equilibrium

model has the form

H =
1

2

∑
i,j

J(|i− j|)ninj − µ
∑
i

ni, (3)

where J(0) = 0. Note that such a model may well ex-
plore configurations that are not reachable as absorbing
states in the Manna model this is acceptable as we are
only concerned with reproducing the correlation function,
rather than the distribution in full, and ultimately in the
long-distance behaviour of model.

We treat this problem numerically, where it falls un-
der the domain of inverse Ising inference [15, 16]. We
take numerically generated configurations and infer the
effective interaction model (3). We impose a maximum
range, r, on the coupling coefficients which we infer, so
that Jr(x) = 0 for x > r. In the work presented here
r � L, the lattice size, so we assume any finite-size ef-
fects coming from the lattice are negligible compared to
the noise in the inference and to finite-size effects from r.
To estimate the chemical potential µr and the vector of
interactions Jr we found pseudo-likelihood maximisation
(ordered logistic regression) to be effective [16]. Given a
sample S with configuration {ni,S} of carrying capacity
C, and a site j, we form the conditional probability

Pj,S = P
(
nj,S |{ni,S}\j,S

)
=

znj,S∑C
k=0 z

k
, (4)

where z = exp(−Hj,S) and

Hj,S = µr +

r∑
i=−r

Jr(|i− j|)ni,S (5)

is the contribution to the energy from site j in sample

S. The estimates
(
µ̂r, Ĵr

)
are found by maximising the

pseudo-log-likelihood

L =
∑
S,i

logPS,i, (6)

where the sum is over all samples, S, and sites, i. One
can show that if the data are generated by an equilibrium
model with two-body interactions, then this procedure
gives a consistent estimator of the true interactions [16].
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We used BFGS pseudo-Newtonian optimisation to max-
imise (6). To ensure stability of the algorithm for large r,
inferred couplings for r̃ < r were used as initial conditions

to estimate
(
µ̂r, Ĵr

)
. For this process to be well defined,

the estimates of Ĵr should converge as r gets large (note
that µ̂r need not converge for reasons discussed below)
and this is indeed the case (see Fig. 3).

Results for the inferred interaction potentials for ρ
close to to ρc are shown in Fig. 2 (similar results were
obtained for other carrying capacities). For ρ < ρc,
the interaction potential displays short range repulsion
and long-range attraction with the minimum of the in-
teraction located at some value xmin(ρ). As ρ → ρc,
xmin → ∞ so that the interaction is purely repulsive at
the critical point, consistent with the negative correlation
functions that are typical of hyperuniform systems [1].
We note also that other non-equilbrium systems with lo-
cal dynamics can lead to effective long-range equilibrium
interactions [17].

By construction, the inferred potentials reproduce the
observed correlations in the absorbing states (see Fig. 5),
and it is natural to ask which properties of the Manna
model’s absorbing states emerge from the statistical me-
chanics of the inferred equilibrium system, and which are
encoded into the parameters of the potentials. A possible
example of the latter is given my xmin(ρ). As ρ→ ρc we
expect a scaling

xmin(ρ) ∼ (ρc − ρ)−a. (7)

One may expect xmin ∝ ξ×, where ξ× is the crossover
distance in the density fluctuations so that a should be
equal to ν⊥ = 1.347±0.091, which controls the divergence
of the active site-active site correlation length the in the
active state [3, 11]. Computing xmin for the inferred
potentials, we estimate a = 1.4 ± 0.1, consistent with
the value of ν⊥. We can also study the attractive tail
for ρ < ρc, however the noise inherent in the inference
process precludes a precise analysis. The data suggest
that the tail decays as −Bx−C , where both B and C
are functions of ρc − ρ. We estimate B ∼ (ρc − ρ)c,
c = 1.7 ± 0.3 and C ∼ (ρc − ρ)b, b = 0.53 ± 0.10, with
proportionality constant such that C = 1.46 ± 0.04 for
ρ = 0.85.

We now turn to the purely repulsive behaviour at ρc,
where we expect the model to describe the universal be-
haviour of the non-equilibrium critical point. We note
here that the inference process does not reproduce the
distribution of absorbing states of the Manna model, just
their correlations, so that only at large lengthscales do
we expect their behaviours to match precisely. The re-
quired correlations cannot occur with short-range inter-
actions [3], and the interaction potential must satisfy (in
one dimension)

lim
s→∞

s∑
i=1

J(i) =∞. (8)
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FIG. 3. (color online). Log-log plot of inferred interaction po-

tential Ĵr(x) for maximum range r between 10 and 4000 close
to the critical point, with ρ = 0.8921, where the interaction
is purely repulsive. The black line shows a plot of 0.35x−1/2.
Inset: Ĵr(9) as a function of maximum range r, illustrating
the convergence of the inference process.

If this does not hold then the system is additive and
density fluctuations will typically scale asymptotically as
`−1. We discuss some of the subtleties associated with
this long-range interaction below.

The inference procedure is noisy [18] at long ranges,
making direct estimation of the long-range behaviour dif-
ficult. Instead, we analyse the behaviour of the chemical
potential. In order for the equilibrium model to be well-
defined in the thermodynamic limit, the energy difference
upon adding a particle to a configuration with the equi-
librium density should be finite,∣∣H(nj = 1, {ni}\j)−H(nj = 0, {ni}\j)

∣∣ <∞. (9)

If we assume an infinite chemical potential of the form
µ = ν

∑
i J(i), this condition becomes

|∆H| =

∣∣∣∣∣
∞∑
i=1

J(i) (nj+i + nj−i − ν)

∣∣∣∣∣ <∞. (10)

For an interaction satisfying (8), ∆H = +∞ if 2ρ > ν
and ∆H = −∞ if 2ρ < ν. It follows that configurations
with support in the equilibrium distribution of H must
have 2ρ = ν, which is a necessary (but not sufficient)
condition for (10) to hold; the infinite chemical potential
balances the strength of the long-ranged repulsive inter-
action giving a non-zero equilibrium density.

This allows us to infer the long-range nature of J(x).

Consider the estimated values
(
µ̂r, Ĵr

)
. If we assume for

large sample number, that as r →∞ the estimates of Jr
converge to J and that J(x) ∼ x−α then the asymptotic
relation

µ̂r ∼ r1−α (11)

should hold as r gets large. Since the inferred inter-
action has some short-range behaviour that is not a
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FIG. 4. (color online). A fit of µ̂ to the form A + BrC .
Note that µ̂r − A is shown on the vertical axis. We find
C = 0.499± 0.016.

power-law, we add an additional constant and fit the in-
ferred chemical potentials to the form µ̂(r) = µ0 +BrC ,
shown in Fig. 4, along with data for µ̂(r). We find
C = 0.499 ± 0.016. Given the strength of this relation-
ship, we conjecture that the true value for the exponent
α is exactly 1/2. This analysis permits the consistency
check:

ρ̂ :=
1

2
lim
r→∞

µ̂r/
r∑

i=1

Ĵr(i) = ρ. (12)

ρ̂ may be estimated and compared with the known value
of ρ. We find for r = 4, 000 and ρ = 0.8921, ρ̂ = 0.90.

Given this conjecture, we are motivated to explore the
equilibrium model with 1/

√
r interactions so defined. As

discussed below, the groundstate of the model may be ef-
fectively computed, however, to ensure that the ground-
state energy is bounded from below, we add a constant
term to the Hamiltonian bringing it to the form

H =
1

2

∑
ij

(ni − ρ)Jij(nj − ρ) =
1

2

∑
ij

σiJijσj , (13)

where Jij = J(|i − j|) = J0|i − j|−1/2, J(0) = 0. As
established above, the long-range nature of the interac-
tions fixes the density of the system to be equal to ρ,
and the theory is defined entirely in terms of the fluc-
tuations σi = ni − ρ. It is important to note that (13)
is not the same as the inferred model, shown in Fig. 3,
where there is a short-range deviation from power-law
behaviour which we do not include in (13).

As a system with repulsive convex interactions the
groundstate of the system can be calculated exactly for
a given density ρ, using the algorithm given by Hub-
bard [19]. As an example, for ρ = 1/n, the groundstate
contains alternating single occupied and (n− 1) unoccu-
pied sites with a per site energy of

J0
n2
(√
n− 1

)
ζ

(
1

2

)
. (14)

Despite the non-integrability of 1/
√
r interaction (8) the

groundstate of the system is extensive (a similar ob-
servation has been made in the case of frustrated sys-
tems [20]). Ultimately in this case, extensivity of the
groundstate is achieved via the infinite chemical poten-
tial, which should be set to scale as L1/2 for a finite
system. The devil’s staircase phenomena found for the
antiferromagnetic Ising model [21] does not occur here,
the strength of the non-integrable interactions locks the
density of the system to ρ.

We first investigate (13) numerically. We simulate the
model in the canonical ensemble using standard Monte
Carlo methods, the long-range interactions set the den-
sity equal to ρ, so that only particle-hole swaps are al-
lowed. On a periodic lattice of size L, provided the den-
sity of the system is equal to the parameter ρ, the diver-
gent part of the interactions can be summed out resulting
in an effective Hamiltonian

H =
J0

2L1/2

∑
ij

(ni − ρ)Φ (|i− j|/L) (nj − ρ), (15)

where for x ∈ (0, 1), using Hurwitz’s formula,

Φ(x) = −2ζ

(
1

2

)
+ 2

∞∑
s=1

cos(2πsx)

s1/2
(16)

and we define Φ(0) = Φ(1) = 0. H diverges if the
density does not match ρ. Fig. 5 shows a comparison
between density fluctuations in the equilibrium system
(15) and those of the Manna model close to the critical
point (ρ = 0.8921). For parameter values J0 = 0.3 [22],
ρ = 0.892 we find λ = 1.431 ± 0.016. This is consistent
with the numerical results from the Manna model, with
a comparison of the density fluctuations shown in Fig. 5.

(13) may also be investigated analytically. Our interest
is in the long-distance behaviour of the model. Consider
the variable φi, equal to σ coarse-grained over regions of
size `. We may write an effective theory

Hφ =
1

2

∑
ij

φiJ
′
ijφj +

∑
i

P (φi), (17)

where φ is now real-valued and P is a polynomial in
φ. The form of the original interaction implies that
J ′ ∼ r−1/2 at long distances (� `). Taking the Fourier
transform, the interaction can be written to leading or-
der as J ′(k) ≈ J0|k|−1/2. The strength of the interaction
means that, under rescaling, the polynomial terms as well
as higher order terms in the expansion of J(k) are irrel-
evant, and so we are led to the scale invariant Gaussian
theory

H =

∫
BZ

1

|k|1/2
|φ(k)|2dk, (18)

describing the long distance behaviour of critical absorb-
ing states in the Manna universality class, for which el-
ementary scaling arguments give λ = 3/2. We therefore
conclude λ = 3/2 in (13).
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FIG. 5. (color online). Comparison of density fluctuations
in the 1D Manna Model for ρ = 0.8921, and the equilibrium
system (15) with L = 106, ρ = 0.892 and J0 = 0.35, approxi-
mately the value of J0 found in the inference process. While
the equilibrium model reproduces the scaling in the density
fluctuations, we find that the magnitude of the asymptotic
amplitudes do not match, and as plotted, the density fluctu-
ations for the equilibrium model are reduced by a factor of
4 to allow for better comparison. This discrepancy may be
because (13) does not include the short-range deviation from
power-law behaviour in the inferred potential.

Now we must reconcile the numerical value of λ ≈ 1.43
with the analytical value of λ = 3/2 for the equilibrium
model. From (18), we expect ρ` to be scale invariant
on large lengthscales, so that its standardised moments
are constant, and Gaussian. Fig. 6 shows skewness and
excess kurtosis of ρ` for both the equilibrium model as
well as Manna model. For the system sizes studied, when
` . L/20 this is indeed the case, and the behaviour of ρ`
is Gaussian for both the equilibrium and Manna models,
suggesting (18) is accurate (this is confirmed by more
robust statistical tests). This no longer holds as ` &
L/20, where finite size effects become relevant. This can
also be seen in the density fluctuations, which show clear
finite size effects for ` & L/10. While density fluctuations
are suppressed on lengthscales ∼ L/2 for any periodic
system, the long-range interactions of (13) increase the
magnitude of this effect. We note that at fixed system
size, simulations of (13) at other parameter values given
values of λ depending on J0 and ρ, tending to 3/2 as
J0 gets large and ρ → 1/2, so that the strength of the
finite-size effects depend on both J0 and ρ.

Returning to the Manna model, the -1/2 interaction
obtained by the inverse Ising inference process is well-
supported, evident even for small ranges of inferred in-
teractions. If we accept that (13) reproduces the long-
distance behaviour of the Manna model, as it must, then

we have λ = 3/2 for the Manna model. The conclusion
is then that the value λ ≈ 1.424, and other similar nu-
merical values, are due to finite-size effects, which can
be large in sandpile models [4]. It has been proposed [6]
that conserved directed-percolation [23, 24] (believed to
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FIG. 6. (color online). Skewness and excess kurtosis of ρ` for
the equilibrium model (13) and the Manna model (denoted
by eq and m respectively). For ` . 212 ∼ L/20, the mo-
ments decay to zero suggesting Gaussian behaviour at large
distances, supported by more comprehensive statistical tests
(Shapiro-Wilks and Anderson-Darling, not shown). Beyond
this lengthscale, we see finite size effects in the fourth mo-
ment. Uncertainty is 2σ. Manna data L = 105, N = 40,
ρ = 0.8921, equilibrium data, L = 105, N = 600, ρ = 0.8921,
J0 = 0.2.

describe the Manna model [7]) is related to the quenched
Edwards Wilkinson model [25]. If this is the case, then
one would expect λ = 3/2, as has been found for the Oslo
model [4]. From this perspective then, one may interpret
our results as evidence for the hypothesis of Ref. [6]. Fi-
nally, we note that an extension to higher dimensions, as
well as a derivation of the -1/2 exponent would constitute
interesting future directions.

ACKNOWLEDGMENTS

It is a pleasure to acknowledge many useful conver-
sations with S.A. Ridout, who also provided assistance
with some computational aspects of this work, as well
as helpful discussions with M.O. Lavrentovich and C.W.
Lynn. I would also like to thank an anonymous referee,
whose comments led to valuable additions to this paper.
This work was partially supported by the NSF through
grant DMR-1262047.

[1] S. Torquato and F. H. Stillinger, Phys. Rev. E 68, 041113
(2003).

[2] A. Gabrielli, M. Joyce, and F. S. Labini, Phys. Rev. D
65, 083523 (2002).



6

[3] D. Hexner and D. Levine, Phys. Rev. Lett 114, 110602
(2015).

[4] P. Grassberger, D. Dhar, and P.K. Mohanty, Phys. Rev.
E 94, 042314 (2016).

[5] R. Dickman and S.D. da Cunha, Phys. Rev E 92,
020104(R) (2015).

[6] P. Le Doussal and K.J. Wiese, Phys. Rev. Lett. 114,
110601 (2015).

[7] M. Basu, U. Basu, S. Bondyopadhyay, P. K. Mohanty,
and H. Hinrichsen, Phys. Rev. Lett. 109, 015702 (2012).

[8] S.S. Manna, J. Phys. A: Math. Gen. 24, L363 (1991).
[9] S.B. Lee, Phys. Rev. E 89, 060101 (2014).

[10] M. Henkel, H. Hinrichsen, and S. Lbeck, Non-Equilibrium
Phase Transitions - Volume 1: Absorbing Phase Transi-
tions (Springer, New York, 2008).
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