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Abstract13

The abrupt changes that are ubiquitous in physical systems often are well characterized by14

shot noise with a state dependent recurrence frequency and jump amplitude. For such state15

dependent behavior, we derive the transition probability for both the Itô and Stratonovich jump16

interpretations, and subsequently use the transition probability to pose a master equation for the17

jump process. For exponentially distributed inputs, we present a novel class of transient solutions,18

as well as a generic steady state solution in terms of a potential function and the Pope-Ching19

formula. These new results allow us to describe state dependent jumps in a double well potential20

for steady state particle dynamics, as well as transient salinity dynamics forced by state dependent21

jumps. Both examples showcase a stochastic description that is more general than the limiting22

case of Brownian motion to which the jump process defaults in the limit of infinitely frequent and23

small jumps. Accordingly, our analysis may be used to explore a continuum of stochastic behavior24

from infrequent, large jumps to frequent, small jumps approaching a diffusion process.25
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I. INTRODUCTION28

The traditional tenet that denies sudden changes, an axiom in the works of Leibniz [1]29

and epitomized by the maxim ‘Natura non facit saltus’ – Nature does not make jumps30

[2], is clearly challenged by the abrupt transitions that are common in nature, from random31

bursts in gene expression [3], to the atomic transitions (quantum jumps) of electrons between32

energy levels [4]. Jumps are synonymous with delta-pulse trains and shot noise. References33

to shot noise first appeared in the study of vacuum tubes where it represents the random34

transfer of discrete charge units [5, 6]. Electron shot noise occurs in many solid state devices35

such as p− n junctions [7–12]. In addition, shot noise occurs with optical devices where it36

represents the transfer of discrete packets of photons [13].37

More generally, jumps are ubiquitous in a variety of fields such as queuing theory [14],38

stock market modeling [15–17], insurance risk [18], population dynamics [19], and of course,39

stochastic processes in general [15, 20]. Typically, these jumps punctuate a continuous time40

process [15], as in biology, where the jumps represent the sudden drop in voltage caused by41

nerve excitation [21–23], and in environmental science and engineering, where jumps may42

reasonably represent natural phenomena such as fires [24, 25], rainwater infiltration [26–43

28], extreme events [29], avalanches [30], runoff and streamflow [31–33], large earthquakes44

[34, 35], volcanic eruptions [36], and solar flares [37].45

The jump process is defined by both the jump amplitudes and the frequency of jump46

events. In many models, the frequency and amplitudes of jumps are considered to be in-47

dependent of the system state. In contrast, for many natural systems, both the jump fre-48

quency and amplitude depend on the system state. This state dependence may be critical.49

For instance, a state dependent frequency may create both persistent jump behaviors and50

preferential states [38, 39]. Similarly, a state dependent amplitude is essential for naturally51

limiting the system response to the jump [40, 41]. For example, a jump of rainfall infiltration52

is limited by the degree of soil saturation [42–44]. However, for white noise, this effect varies53

for different interpretations of the jump process— the well known Itô- Stratonovich dilemma54

[41, 45]. Although some work has begun to address this issue [41, 45], the effects of this55

state dependence in amplitude and frequency have yet to be examined together or in terms56

of transition probability density functions (PDFs).57

Toward this goal, here we define the transition PDFs in terms of a state dependent58
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frequency and jump amplitude for both the Itô and Stratonovich interpretations of the59

jump process. Unlike previous definitions, here the transition PDFs are defined in terms60

of a jump function for which the forcing input and state dependence are not necessarily61

separable. Furthermore, we discuss the generality of the limiting conditions under which a62

state dependent jump process converges to a diffusion process. A detailed derivation of the63

limits to the corresponding Fokker-Planck equations is provided in Appendix A for both Itô64

and Stratonovich interpretations. For the master equation in terms of the Stratonovich65

jump prescription, we then consider an exponential PDF of forcing inputs and present66

a novel general solution in terms of a potential function. We use this result to analyze67

particle dynamics in a double well potential based on the state dependence of both the jump68

frequency and amplitude. We also present a class of transient solutions and demonstrate69

the result by analyzing a transient solution for soil salinity dynamics.70

II. JUMP PROCESS71

Consider a system evolving in time because of a deterministic component and jump72

perturbations with random timing and amplitudes, as described by the stochastic differential73

equation (SDE), i.e., Langevin-type equation,74

dχ

dt
= m(χ, t) + ξ(χ, t), (1)

where m(χ, t) is a deterministic function, and ξ(χ, t) represents the jumps, which generally75

are a state dependent noise that perturbs the system. More specifically, these jumps are76

defined as77

ξ(χ, t) =

N(t)
∑

i=1

b(χ, z)δ(t− ti), (2)

where, as indicated by Dirac delta function, δ(·), the function b(χ, z) is instantaneous at78

the arrival times {ti}(i = 1, 2, ...). These arrival times are modeled as a non-homogeneous79

Poisson process with a (state dependent) rate of λ(χ, t). For each jump, the function b(χ, z)80

depends on the state variable, χ, and mutually independent random forcing inputs, z, with81
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a probability distribution, pz(z) [46, 47]. Though not explicitly stated here, the function82

b(χ, z) generally also could be dependent on time.83

Typically for Eq. (2), the literature [e.g., 48] considers the less general case of b(χ, z) =84

b(χ)z [40, 41]. This implicitly assumes that any dependence on z has been factored out, i.e.,85

b(χ, z) = b(χ)bz(z), and subsequently, bz(z), has been lumped into a new jump distribution86

p̌z(z) based on a change of variables, i.e.,87

p̌z(z) =
pz(b

−1
z (z))

b′z(b
−1
z (z))

, (3)

where b′z(·) is the derivative with respect to z, and b−1
z (·) is the inverse of bz(z) [49].88

Though equation (1) is the basis of many modeling approaches, there is one major caveat89

due to the white-noise character of the forcing. More specifically, for the function b(χ, z) the90

value of χ is undetermined at the arrival times {ti}(i = 1, 2, ...) of the delta function, and like91

the case of Gaussian noise [40, p. 230], it does not stipulate whether one assumes the value92

of χ before the jump, after the jump, or conceivably an intermediate value between both93

extremes [40]. The Stratonovich interpretation uses for χ in b(χ, z) an intermediate point94

between the states before and after a jump and preserves the rules of standard calculus.95

In Section IID, we show that for b(χ, z) = b(χ)z this χ corresponds to an average point96

only in the limit of small jumps. While for the Itô interpretation, Itô’s lemma performs97

the role of the standard calculus chain rule [50], and thus χ is interpreted as the value98

immediately before a jump. The Stratonovich approach corresponds to taking the zero limit99

of the correlation time of the jump [41] and accordingly represents the limit of a system that100

continuously evolves during the jump process. This Itô—Stratonovich dilemma has been101

explored for the specific case of b(χ, z) = b(χ)z, linear drift, and a homogeneous Poisson102

process [41], but thus far has not been examined for the more general case of b(χ, z), a103

nonhomogeneous Poisson process, and a generic drift function.104

A. Master Equation105

In both interpretations of the jump process, the PDF pχ(χ, t) evolves in time as106

∂tpχ(χ, t) = −∂χJ(χ, t), (4)
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where the current, J(χ, t) = Jm(χ, t) + Jξ(χ, t), is the sum of the drift component107

Jm(χ, t) = m(χ, t)pχ(χ, t), (5)

and the jump induced current108

Jξ(χ, t) = Jχu(χ, t)− Juχ(χ, t). (6)

The first component, Jχu(χ, t), is the current from jumping away from a prior state χ to any109

posterior state u, while the second component, Juχ(χ, t), is the current from jumping from110

a prior (antecedent) state u and arriving at a (posterior) state χ. These currents are111

Jχu(χ, t) =

∫ χ

−∞

pχ(x, t)

∫ ∞

−∞

W (u|x, t)dudx (7)

Juχ(χ, t) =

∫ χ

−∞

∫ x

−∞

W(·)(x|u, t)pχ(u, t)dudx, (8)

where W (u|x, t) is the transition PDF of jumping from a state x and transitioning to any112

state u, while W(·)(x|u, t) is the transition PDF of jumping away from a prior (antecedent)113

state u and transitioning to any (posterior) state x. For W(·)(x|u, t), the subindex, (·),114

indicates either WI(x|u, t) orWS(x|u, t) for the respective Itô or Stratonovich interpretations115

of the jump transition.116

The transition PDF (per unit time) for jumping away from a state must equal the fre-117

quency of jumping. This frequency, λ(χ, t), is independent of the jump interpretation. Thus,118

integrating over all of the potential posterior (future) states u provides the overall rate λ(χ, t)119

of exiting the state χ [32], i.e.,120

∫ ∞

−∞

W (u|χ, t)du = λ(χ, t). (9)

The complementary transition PDF (per unit time) for jumping to any state is the frequency121

of exiting u with a transition amplitude of ∆χ = χ− u [32], i.e.,122

W(·)(χ|u, t) = λ(χ, t)

∫ ∞

−∞

p∆χ|uz(∆χ|u, z)pz(z)dz, (10)
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which is found by integrating the PDF of transition amplitudes, p∆χ|uz(∆χ|u, z), over the123

PDF of forcing inputs, pz(z).124

Now, following the probability currents of Eqs. (5), (7), and (8), we express the master125

equation (4) as126

∂tpχ(χ, t) = −∂χ [m(χ, t)pχ(χ, t)]− λ(χ, t)pχ(χ, t) +

∫ χ

−∞

W(·)(x|u, t)pχ(u, t)du, (11)

where on the r.h.s., the second term is based on Eq. (7) with the substitution of Eq. (9),127

and the transition PDF W(·)(x|u, t) must be defined based on an interpretation of the jump128

transition amplitude.129

The transition amplitude is derived from Eq. (1) at the instance of a jump, i.e.,130

dχ

dt
= b(χ, z)δ(t− ti), (12)

where as indicated by Dirac delta function at the times {ti} (i = 1, 2, ...), the infinite change131

of the jump overrides all other terms of Eq. (1). Within Eq. (12), b(χ, z) must be in-132

terpreted with either the Itô or Stratonovich conventions of stochastic calculus. For the133

two conventions, we construct two different versions of p∆χ|uz(∆χ|u, z) and W(·)(χ|u, t) (i.e.,134

WI(χ|u, t) and WS(χ|u, t)).135

B. Itô prescription136

Following the Itô convention, b(u, z) depends on u, the state before (i.e., antecedent to)137

the jump. Accordingly, the jump transition is given as138

∆χ = χ− u = b(u, z). (13)

This expression is retrieved by integrating both sides of Eq. (12) as
∫ u+∆χ

u
dχ =

∫ t+i
t−i

b(χ(t), z)δ(t−139

ti)dt, where t−i and t+i are the respective times immediately before and after a jump, and140

following the Itô convention, χ(ti) = u is the state immediately prior to the jump. Conse-141

quently, b(χ(ti), z) is interpreted as b(u, z).142

This expression of Eq. (13) is the basis of a conditional PDF, i.e.,143
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p∆χ|zu(∆χ|z, u) = δ(χ− u− b(u, z)), (14)

where Dirac delta function, δ(·), indicates a deterministic relationship that may be posed as144

a function of the jump magnitude, z, i.e.,145

g(z) = χ− u− b(z, u). (15)

Based on Eq. (15), p∆χ|zu(∆χ|z, u) also can be written as146

p∆χ|zu(∆χ|z, u) = δ(g(z)) =
δ(z − zn(χ, u))

|g′(zn(χ, u))|
, (16)

where g′(·) is the derivative with respect to z, and zn(χ, u) is the root for which g(zn) = 0147

(see Appendix A of [32]). Eq. (16) is useful in facilitating integration over z.148

Based on Eqs. (10) and (14), the transition PDF in the Itô sense for a state dependent149

marked Poisson process becomes150

WI(χ|u, t) =λ(u, t)

∫ ∞

−∞

δ (χ− u− b(u, z)) pz(z)dz, (17)

where the product of λ(u, t) and p∆χ|u(∆χ|u) describes the transition to any χ. If b(χ, z) =151

b(χ)z, where bz(z) is absorbed into the jump distribution p̌z(z) of Eq. (3), which we now152

call pz(z), the transition PDF of Eq. (17) simplifies to153

WI(χ|u, t) =
λ(u, t)

|b(u)| pz
(

χ− u

b(u)

)

, (18)

which is derived from Eq. (16) where g(z) = χ−u−b(u)z, zn(χ, u) =
χ−u
b(u)

, and g′(zn(χ, u)) =154

−b(u).155

C. Stratonovich prescription156

Following the Stratonovich convention, the state χ in b(χ, z) is interpreted as an interme-157

diate value between the antecedent and posterior states. The Stratonovich jump transition158

is derived by posing Eq. (12) in terms of an integrated variable [40, p. 230], i.e.,159
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dη(χ, z)

dt
= δ(t− ti) (19)

η(χ, z) =

∫

1

b(χ, z)
dχ, (20)

where as will be shown in the next section, η(χ, z) indicates that the argument χ of b(χ, z)160

is evaluated for each infinitesimal increment of the overall transition, ∆χ. Eq. (19) can thus161

be formally integrated as162

η(χ, z)− η(u, z) = 1. (21)

The jump transition ∆χ = χ − u is implicit in the difference between the function η(·, ·)163

after the jump η(χ, z) and before the jump, η(u, z). In other words, we recover Eq. (21) by164

integrating both sides of Eq. (19) as
∫ u+∆η

u
dη =

∫ t+i
t−i

δ(t − ti)dt, where t−i and t+i are the165

respective times immediately before and after a jump.166

Eq. (21) is the basis of a conditional PDF for the jump transition, i.e.,167

p∆χ|u,z(∆χ|u, z) = 1

|b(χ, z)|δ(η(χ, z)− η(u, z)− 1), (22)

where we have used a change of variables [e.g., 51], i.e., p∆χ|uz(∆χ|u, z) = p∆η|uz(∆η|u, z)
∣

∣

∣

dη
dχ

∣

∣

∣
168

for which dη
dχ

= 1
b(χ,z)

and p∆η|uz(∆η|u, z) = δ(η(χ, z) − η(u, z) − 1). Again similar to Eq.169

(14), the delta function in Eq. (22) indicates a deterministic relationship, i.e.,170

g(z) = η(χ, z)− η(u, z)− 1, (23)

which we interpret as a function of z. With Eq. (23), the PDF p∆χ|u,z(∆χ|u, z) may be posed171

in the form of Eq. (16), which is useful for facilitating the integration of p∆χ|u,z(∆χ|u, z)172

over z.173

From Eqs. (10) and (22) and the rate λ(u, t), the transition PDF in the Stratonovich174

sense becomes175

WS(χ|u, t) =
λ(u, t)

|b(χ, z)|

∫ ∞

−∞

δ (η(χ, z)− η(u, z)− 1) pz(z)dz. (24)
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If b(z, χ) = b(χ)z and thus η(χ, z) = η(χ)
z
, the conditional PDF of Eq. (22) may be simplified176

based on the scaling property of the delta function, i.e.,177

p∆χ|z,u(∆χ|z, u) = 1

|b(χ)|δ(η(χ)− η(u)− z). (25)

Accordingly, the simplified transition PDF is given by178

WS(χ|u, t) =
λ(u, t)

|b(χ)| pz (η(χ)− η(u)) , (26)

which follows from Eq. (16) where g(z) = η(χ) − η(u) − z, zn(χ, u) = η(χ) − η(u), and179

g′(zn(χ, u)) = 1. Though not explicitly mentioned in previous works [41, 52], Eq. (26) is180

the transition probability density that is used to pose the master equation in terms of the181

Stratonovich jump prescription.182

D. Jump Process Simulation183

When numerically simulating the jump process, the jump transition at times {ti} (i =184

1, 2, ...) must be consistent with the jump interpretation adopted in the description. For185

the Itô interpretation, the jump transition is given by Eq. (13). For the Stratonovich186

interpretation, the jump transition amplitude derived from Eq. (21) is given by187

∆χ = χ− u = η−1 (η(u, z) + 1, z)− u, (27)

where u is the state prior to the jump, and η−1(·, ·) is the inverse function, i.e., χ = η−1(y, z)188

for which y = η(χ, z). These expressions not only are useful in comparing realizations for189

different jump prescriptions, but also highlight the differences between the different jump190

prescriptions.191

For the common assumption of b(χ, z) = b(χ)z, these jump transitions of Eqs. (13) and192

(27) simplify to193

∆χ = zb(u) (28)

∆χ = η−1 (η(u) + z)− u, (29)
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FIG. 1. For the Stratonovich jump interpretation, a) comparison of the Eq. (29) jump transition,

∆χ, (black line) and jump transition, ∆χn, for the summation within Eq. (30) based on different

forcing input values z and different values of n, and b) for different values of n, the difference

between ∆χ of Eq. (29) and the summation within Eq. (30), ∆χn. In both cases, b(χ) = χ,

η(χ) = ln[|χ|], and the antecedent state is u = 0.1.

for the respective Itô and Stratonovich interpretations.194

Eq. (29) also is consistent with the Stratonovich interpretation of b(χ) for a Brownian195

motion. For a Brownian motion, the argument of b(χ) is correctly interpreted as the aver-196

age of values immediately before and after an infinitesimally small random transition, i.e.,197

b
(

u+χ
2

)

where u is the antecedent value and χ is posterior value (see Eq. (4.10) of [40]).198

This same interpretation also applies to the Stratonovich jump process when each jump is199

considered as a consecutive series of infinitesimal values, i.e.,200

∆χ = lim
n→∞

n
∑

j=1

z

n
b

(

uj + χj

2

)

= η−1 (η(u) + z)− u, (30)

where the jump transition, ∆χ, is the sum of an n number of consecutive transitions each201

with an antecedent value uj and a posterior value χj caused by the same consecutive forcing202

input, ∆z = z/n. The values uj and χj are defined recursively following the Stratonovich203

transition of Eq. (29). The posterior value is defined as204

χj =η−1
(

η (uj) +
z

n

)

, (31)

which is based on the antecedent value uj prior to the input of ∆z = z/n. The antecedent205
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value is initially u, but with each consecutive transition, the previous posterior, χj−1, value206

becomes the next antecedent value, uj, i.e.,207

uj =







u j ≤ 1

χj−1 j > 1
, (32)

where based on Eq. (31), χj−1 = η−1
(

η (uj−1) +
z
n

)

for which uj−1 is the previous antecedent208

value.209

We examine the convergence of Eq. (30) based on the transition, ∆χn, as defined by the210

summation in Eq. (30). For the case of n = 1, the overall jump transition, ∆χ1, greatly211

deviates from the actual Stratonovich transition of Eq. (29) (Fig. 1a). As n increases,212

∆χn rapidly converges to the Stratonovich transition (Fig. 1b). Because of this rapid213

convergence, ∆χn may approximate the Stratonovich transition in cases where the jump is214

considered as a series of consecutive transitions. As shown by Eq. (30), the Stratonovich215

interpretation is ideal for representing jump transitions based on a continuous feedback from216

the concurrent increase (or decrease) in state variable as the forcing input, z, increases.217

E. Jump Process Diffusive Limit218

The forward master equation (11) provides a general description of a Markov process with219

state dependent transitions and thus acts as a framework for evaluating a stochastic process220

in terms of both coarser, larger jump transitions and finer, frequent transitions approaching221

a diffusion. For the limiting case of small, infinitely frequent jumps, the state dependence222

of both the jump amplitude and frequency directly translates to the state-dependence of223

the diffusion coefficient. In Appendix A for the case of b(χ, z) = b(χ)z, we show in detail224

how the master equation (11) converges to the Itô and Stratonovich versions of the Fokker-225

Planck equation, respectively, under the limiting scenario of infinitely small jumps occurring226

infinitely often. The explicit and detailed derivations of Appendix A also help clarify the227

conditions in which this convergence is possible, and in particular the condition that the228

mean forcing amplitude is zero.229

This convergence is particularly interesting for the steady state condition. Specifically,230

for the case of b(χ, z) = b(χ)z, the jump process description can be linked to the well known231
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steady state solutions for the Itô and Stratonovich Fokker-Planck equations as follows. Both232

solutions may be written in terms of a potential function, i.e.,233

pχ(χ) = Ne−Φ(·)(χ), (33)

where N is a normalization constant such that
∫∞

−∞
pχ(χ)dχ = 1, and the potential function,234

Φ(·)(χ), is specific to Eqs. (A14) and (A27) of Appendix A for the respective Itô and235

Stratonovich version of the Fokker-Planck equation, i.e.,236

ΦI(χ) =

∫
(

− m(χ)λo

Doλ(χ)b(χ)2
+ 2

∂χb(χ)

b(χ)
+

∂χλ(χ)

λ(χ)

)

dχ (34)

ΦS(χ) =

∫
(

− m(χ)λo

Doλ(χ)b(χ)2
+

∂χb(χ)

b(χ)
+

∂χλ(χ)

2λ(χ)

)

dχ, (35)

where ΦI(χ) is the Itô potential, ΦS(χ) is the Stratonovich potential, and
∫ ∂χb(χ)

b(χ)
dχ =237

ln[|b(χ)|]. For both potentials, we have substituted for the state dependent diffusion coeffi-238

cient, D(χ) = 2Doλ(χ)
λo

; see Eq. (A12) of Appendix A. Thus, the potentials clearly identify239

the link with the state dependent jump frequency, λ(χ), and jump amplitude b(χ)z, where240

z is implicit to the diffusion coefficient resulting from the Eq. (A11) limit of infinitely fre-241

quent and small jumps. Considering this limit in the Fokker-Planck equations (A14) and242

(A27) gives rise to a connection with the jump process that typically is not considered in243

presentations of the Fokker-Planck equation.244

To illustrate how the Fokker-Planck steady state solution may provide a reasonable rep-245

resentation of high frequency jump processes, we first consider the simple case of a constant246

jump frequency, λo, with independent jump amplitudes, i.e., b(χ, z) = b(χ)z and b(χ) = 1.247

We consider both the jump and diffusion processes to share identical descriptions of a linear248

drift, m(χ) = −kχ, as well as a zero mean forcing amplitude, 〈z〉 = 0. Accordingly, we249

assume the jump process is forced by a two-sided exponential PDF,250

pz(z) =



















γ
2
e−γz z ≥ 0

γ
2
eγz z < 0,

(36)
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λo = 0.32, 1/γ = 2.5

(a)

0 20 40 60 80 100
-10

-5

0

5

10

t (d)

χ

λo = 128, 1/γ = 0.125

(b)

0 20 40 60 80 100
-10

-5

0

5

10

t (d)

χ

(c) λo = 0.32
1/γ = 2.5

λo = 1, 1/γ = 2

λo =128, 1/γ = 0.125

-10 -5 0 5 10
0.0

0.1

0.2

0.3

0.4

χ

p
χ
(χ

)

(d)

5 10 15 20

0.000

0.005

0.010

0.015

0.020

0.025

λo

D
K
L
(P
∥Q

)

FIG. 2. Examples of a) a trajectory for infrequent and large jumps, b) a trajectory for frequent but

tiny jumps, c) the steady state jump process PDF of Eq. (37) for different jump frequencies, and d)

the Kullback-Leibler divergence, DKL(P‖Q), between the jump process distribution, P , with the

PDF of Eq. (37), and the diffusion process distribution, Q, with the Fokker-Planck steady state

PDF of Eq. (33). In all cases, Do = 2 and γ and Do are related by Eq. (38). Here, b(χ, z) = b(χ)z,

b(χ) = 1, pz(z) is given by Eq. (36), the drift is given by m(χ) = −kχ, and k = 0.25.

where γ is the scale parameter. Thus, the jump process system trajectories fluctuate from251

both positive and negative jumps and are forced back to zero by the drift (Fig. 2a). For252

steady state conditions, the known solution to the master equation (11) is [46]253

pχ(χ) =
2

1
2(1−

λo
k )|χ|− 1

2(1−
λo
k )γ1− 1

2(1−
λo
k )K 1

2(1−
λo
k )

(γ|χ|)
√
π Γ

(

1
2
− 1

2

(

1− λo

k

)) , (37)

where Γ(·) is the gamma function, and Kn(·) is the modified Bessel function of the second254

kind [53]. When λo = 2k, this jump process steady state PDF (37) is identical to the PDF255
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of the forcing inputs (36) [54].256

The resulting process provides for a continuum of stochastic behavior between a process257

with infrequent but large jump transitions (Fig. 2a) and a process with infinitely frequent258

but small transitions approaching a diffusion process (Fig. 2b). Since in this case there is259

no state dependence, the corresponding diffusion process is represented by either the Itô or260

Stratonovich version of the Fokker-Planck equation, for which the steady state solution is261

given by Eqs. (33), (34), and (35). The corresponding diffusion coefficient is calculated from262

the jump process parameters, i.e.,263

Do =
λo

γ2
, (38)

where λo is the jump frequency (independent of the state variable), and γ−1 is the average264

jump amplitude. For jump parameters related by a constant Do in Eq. (38), the jump265

process PDF (37) rapidly converges to a Gaussian shape as the jump frequency increases266

(Fig. 2c). Accordingly, as shown by Fig. 2d, there is rapid decrease in the Kullback-Leibler267

divergence, i.e., the relative entropy, DKL(P‖Q), between the jump process distribution, P ,268

with the PDF of Eq. (37) and the diffusion process distribution, Q, with the PDF of Eq.269

(33). The relationship of Fig. 2d is the same for any assumed value of Do in Eq. (38). At270

jump frequencies as small as λo = 10, one observes little difference between the steady state271

statistics of the jump and diffusion processes (Fig. 2d).272

In the case of state dependence, the steady state solution of the diffusion process is based273

on functions for the jump frequency and amplitude, i.e., λ(χ, t) and b(χ). Thus, we can274

derive a diffusion process PDF that approximates the statistics of any high frequency jump275

process. Moreover, if the jumps are occurring extremely often, the state dependence of the276

frequency, λ(χ, t), approximately has the same effect as the state dependence of the jump277

amplitude. Under such conditions, we reasonably may assume a constant frequency, λo, and278

subsequently merge the state dependent component of the frequency into a new amplitude279

function, i.e.,280

b̂(χ) =

√

2Do
λ(χ, t)

λo

b(χ), (39)

which is based on the Itô and Stratonovich versions of the Fokker-Plank equation and the281
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corresponding Kramers-Moyal expansion of the jump process; see Appendix A. This ap-282

proximation provides simplicity with little loss of fidelity in the simulation of high frequency283

jump processes with state dependence.284

III. SOLUTIONS FOR THE STRATONOVICH INTERPRETATION285

While analytical solutions to the Fokker-Planck equation are well known [e.g., 15, 55],286

little attention has been focused on analytical solutions to the more general jump process287

description of the master equation (4). Here, for the Stratonovich prescription of the jump288

process, we develop a general class of solutions for both transient and steady state conditions,289

for which the steady state solution is presented in terms of both a potential function and290

the Pope-Ching formula [56].291

The solution to Eq. (11) starts with a change of variables based on the Stratonovich292

jump prescription, i.e.,293

y = η(χ) =

∫

1

b(χ)
dχ (40)

χ = η−1(y). (41)

For this change of variables, the PDF py(y, t) is given by294

pχ(χ, t) = py(y, t)

∣

∣

∣

∣

dy

dχ

∣

∣

∣

∣

. (42)

We then transform the master equation (11) by substituting for χ and pχ(χ, t) with Eqs.295

(41) and (42), multiplying both sides by dχ
dy
, and noting dχ

dy
= b(χ), i.e.,296

∂

∂t
py(y, t) = − ∂

∂y

[

m (η−1(y))

b(η−1(y))
py(y, t)

]

− λ
(

η−1(y), t
)

py(y, t) +

∫ y

−∞

λ(η−1(u), t)pz (y − u) py(u, t)du,

(43)

where on the r.h.s. the first term is the derivative of the current Jm(χ, t) of Eq. (5), the297

second term is the derivative of the current Jχu(χ, t) of Eq. (7) and the last term represents298

the derivative of the current Juχ(χ, t) of Eq. (8) based on the Stratonovich transition PDF299

WS(χ|u, t) of Eq. (26).300
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This master equation (43) is not solved readily, but we find a few general results for an301

assumed exponential distribution of the forcing inputs, i.e.,302

pz(z) = Θ(z)γe−γz , (44)

where γ−1 is the average input, and Θ(z) is the Heaviside step function. Exponential inputs303

have been central to studying physical and environmental processes, in particular for the304

simpler case of b(χ, z) = z [e.g., 26]; however only specific solutions have been derived for305

state dependent jumps [e.g., 41, 52].306

A. General Steady State Solution and Potential Function307

For the exponential distribution of forcing inputs (44), the solution to the master equation308

(43) under steady state conditions is given by309

py(y) = N
|b(η−1(y))|
|m (η−1(y)) |e

−γ y−

∫

λ(η−1(u))b(η−1(u))

m (η−1(u))
du

, (45)

where N is an integration constant such that
∫∞

−∞
py(y)dy = 1. This solution is found from310

an ordinary differential equation (ODE) that is retrieved by multiplying Eq. (43) by an311

integrating function eγy and differentiating [e.g., 26, 57, 58]. After applying a change of312

variables, we may pose the solution of Eq. (45) in terms of χ, i.e.,313

pχ(χ) =
N

|m(χ)|e
−γ

∫

dχ

b(χ)
−

∫

λ(χ)

m(χ)
dχ

, (46)

where λ(χ) is the state dependent arrival frequency of inputs, and N is the normalization314

constant such that
∫∞

−∞
pχ(χ)dχ = 1. This solution unifies and extends previous results of315

[41] and [52], both of which were limited to specific forms of functions for m(χ) and b(χ).316

Rather surprisingly, in cases where b(χ) is a rectangular hyperbola, the solution of Eq.317

(46) also represents processes forced by a two-sided exponential distribution of z. For such318

cases, the jump transition of Eq. (29) then is modeled as319
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∆χ = η−1 (η(u) + |z|, sgn[zb(χ)]) − u, (47)

which differs from the typical approach because of the functional dependence on sgn[zb(χ)].320

The transition now is forced by the absolute value |z| because the direction of the tran-321

sition is governed by the inverse function, η−1(·, ·), that now depends on a sign function,322

i.e., sgn[zb(χ)]. This sign function determines the direction of the transition and generally323

represents the two real roots of η(·, ·) in cases where b(χ) is a rectangular hyperbola, which324

will be used later in describing double well potentials.325

The steady state solution (46) also may be written in terms of a potential function, i.e.,326

pχ(χ) = Ne−Φ(χ), (48)

where N is a normalizing constant, and the effective potential is given by327

Φ(χ) =

∫
(

γ

b(χ)
+

λ(χ)

m(χ)
+

∂χm(χ)

m(χ)

)

dχ. (49)

where
∫ ∂χm(χ)

m(χ)
dχ = ln[|m(χ)|].328

Furthermore, note that the ensemble average of the velocity squared and the acceleration329

conditional on χ respectively are given by330

〈χ̇2|χ〉 = m(χ)2 (50)

〈χ̈|χ〉 = m(χ)

(

−γ
m(χ)

b(χ)
− λ(χ) + ∂χm(χ)

)

. (51)

Following Eqs. (50) and (51), we may pose Eq. (46) in terms of the Pope and Ching formula331

[56], i.e.,332

pχ(χ) =
N

〈χ̇2|χ〉e

∫ 〈χ̈|χ〉
〈χ̇2|χ〉dχ, (52)

which shows that this general solution of Eq. (46) also satisfies the differential equation333

− d
dχ

(〈χ̈|χ〉p) + d2

dχ2 (〈χ̇2|χ〉p) = 0 [55, 59].334
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FIG. 3. For the symmetric double well potential of Eq. (59), a simulated trajectory (line) and a

comparison of the simulated distribution (histogram bars) to the PDF of Eq. (48) (black line).

The parameter values for the constitutive functions of m(χ), λ2(χ), b2(χ) and p̃z(z, χ) are a = 10,

β = 1.5, k = 0.25, λo = 0.25, and γ = 0.04, f(χ− a/2) = α, and α = 49/50.

IV. DOUBLE WELL POTENTIALS335

The general potential solution (48) now can be applied to the interesting case of a jump336

process within a double well potential (Fig. 3). Such a process may be of interest in a variety337

of fields, from preferential states and bistability in natural sciences [60, 61] to quantum338

mechanics, where the double well potential conveys the idea of a superposition of classical339

states [62]. The double well potential also may represent bistable physical and chemical340

systems such as second order phase transitions [63], nuclear fission and fusion [64, 65],341

chemical reaction rates [66, 67], and isomerization processes [68]. While in the literature342

the noise within a double well potential is typically represented by Brownian motion [69],343

here we extend the double well potential processes to include the case where both the jump344

amplitude and frequency are state dependent. This may be especially useful in describing345

anomalous jumps between two states [70], as well as in describing natural processes such as346

abrupt changes between two climatic states [71].347
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We consider a family of double well potential functions based on a linear drift function,348

i.e.,349

m(χ) = k
(a

2
− χ

)

, (53)

where k [1/T] is the rate constant that controls the intensity of the drift, which is symmetric350

about the position a/2 [L] (Fig. 4b). The frequency of jump events may be given by either351

a first or second order expression, i.e.,352

λ1(χ) = λo
2γa

β

∣

∣

∣
χ− a

2

∣

∣

∣
+ λo (54)

λ2(χ) = λo
4γa

β2

(

χ− a

2

)2

+ λo, (55)

where λo [1/T] is a minimum frequency, γ [1/L] is the inverse of the average jump amplitude,353

and β [L] controls the positioning of the local minima of the double potential wells (Fig. 4a).354

Because these expressions are symmetric about a/2, both result in a symmetric double well355

potential. The corresponding expressions for the state dependence of the jump respectively356

are based on 1st and 3rd order polynomials of χ, i.e.,357

b1(χ) =
β2k

2λoa
(

χ− a
2

) (56)

b2(χ) =
β4k

4λoa
(

χ− a
2

)3 , (57)

where both are negative valued functions for x < a/2, positive valued functions for x > a/2,358

with a discontinuity at x = a/2 (Fig. 4b).359

Specific examples of double well potentials are retrieved from Eq. (49) by substituting360

for m(χ) with Eq. (53) and substituting for λ(χ) and b(χ) with either Eqs. (54) and (56)361

or Eqs. (55) and (57), respectively, i.e.,362

φ1(χ) =
λoγa

kβ2

(
∣

∣

∣
x− a

2

∣

∣

∣
− β

)2

+
k − λo

k
ln[|a− 2χ|] (58)

φ2(χ) =
λoγa

kβ4

(

(

x− a

2

)2

− β2

)2

+
k − λo

k
ln[|a− 2χ|], (59)
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FIG. 4. Comparison of a) the frequency functions of Eqs. (54) and (55), b) the jump dependence

of Eqs. (56) and (57) and the drift of Eq. (53), c) the symmetric double well potentials of Eqs.

(58) and (59), and d) the asymmetric double well potentials of Eqs. (64) and (67). Parameter

values are k = 0.1, a = 10, λo = 0.1, β = 2, γ = 2, ǫ = 0.5.

where for Eqs. (58) and Eq. (59), we have assumed integration constants of c =363

(4β2 + a2) λoγa
4β2k

and c = (2β2 − a2)λoγa
2β2k

, respectively (Fig. 4c). These respective con-364

stants allow one to complete the square of the first term of the r.h.s. of Eqs. (58) and365

(59).366

In quantum mechanics, these two potential functions have been used as simple models367

for systems (such as the ammonia molecule) that may reside in a superposition of nearly368

degenerate states [62]. For both potential functions, the corresponding PDF is given by Eq.369

(48), and the PDF shows two local maxima where the potential shows two local minima,370

which are at χ = a
2
± β

2

(

1 +
√

λoγa+2(λo−k)
λoγa

)

and χ = a
2
± β

2

√

2 + 2
√

λoγa+λo−k
λoγa

for Eqs.371

(58) and (59), respectively (Fig. 4c). When k < λo the potentials wells are separated by a372
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barrier of infinite strength (Fig. 4c). If k = λo this barrier has a finite value of φmax =
λo

k
γa,373

and the local minima are located at a/2 ± β. Conversely, when k > λo, small differences374

between k and λo result in the double well potential becoming a triple well potential with an375

additional potential well centered at a/2. As k continues to increase to values much greater376

than λo, the strength of the last term of the r.h.s. of Eqs. (58) and (59) may cause the377

system to converge to a single well potential.378

For the positive jump amplitudes represented by the PDF of Eq. (44) and b(χ) of either379

Eqs. (56) or (57), the trajectories are repulsed from a/2 because of the jumps (Fig. 3).380

These trajectories then are attracted back to a/2 because of the drift (Figs. 3 and 4b). This381

drift is zero at a/2, and consequently, the drift never pushes a trajectory over the barrier to382

the neighboring potential well. Nevertheless, both potential functions (and PDFs) describe383

trajectories over the two potential wells (Figs. 3 and 4c). Hence, the trajectories must jump384

between neighboring potential wells, and accordingly, the jump amplitudes must be both385

positive and negative (Fig. 3). Thus, because both b1(χ) and b2(χ) represent rectangular386

hyperbolas, the distribution of forcing inputs is a state-dependent, two-sided exponential387

distribution, i.e.,388

p̃z(z, χ) =







f(χ− a/2)γe−γz z ≥ 0

(1− f(χ− a/2))γeγz z < 0,
(60)

where the fractional weight f(χ−a/2) controls the relative probability density for a positive389

and negative jump. This function f(χ−a/2) must be symmetric about a/2 to maintain the390

symmetry indicated by the potential functions of Eqs. (58) and (59).391

For this two-sided exponential distribution, the jump transition is described by Eq. (47).392

Accordingly, the jump transition is simulated based on the absolute value of the forcing393

input, |z|, because the direction of the transition is determined by the respective inverse394

functions, i.e.,395

η−1
1 (y) =

a

2
+ sgn[b1(χ)z]

1

2

√

4β2ky

λo
+ a2 (61)

η−1
2 (y) =

a

2
+ sgn[b2(χ)z]β

(

ky

λo

)1/4

, (62)

21



0 200 400 600 800 1000

0.5-β/a

0.5

0.5+β/a

t (d)

χ/a

0 0.13 0.25 0.38 0.5

PDF

FIG. 5. For the asymmetric double well potential of Eq. (67), a simulated trajectory (line) and a

comparison of the simulated distribution (histogram bars) to the PDF of Eq. (48) (black line). The

parameter values for the constitutive functions of m(χ), λ2(χ), and p̃z(z, χ) are a = 10, β = 1.5,

k = 0.25, λo = 0.35, and γ = 0.04, f(χ− a/2) = α, α = 49/50, and ǫ = 0.5.

where following Eq. (40) η−1
1 (y) and η−1

1 (y) are derived from b1(χ) and b2(χ). As indicated396

by Eqs. (61) and (62) if either z b1(χ) or z b2(χ) is negative (positive), then the jump creates397

a decrease (increase) in the state variable χ. This underlying process is more generic (and398

complex) than one may initially perceive from a cursory inspection of b1(χ) and b2(χ) of Eqs.399

(56) and (57) and the jump distribution pz(z) of Eq. (44), and these potential functions400

represent a steady state solution with f(χ − a/2) mediating the random transition (i.e.,401

anomalous jumping) between the two states (i.e., potential wells).402

The double well potential becomes asymmetric for a small perturbation, ǫ, in the location403

of either the frequency of the jump λ(χ) or the drift, m(χ). We examine such an asymmetry404

for the second double well potential φ2(χ). For a small perturbation, ǫ, in the frequency405

location, i.e.,406

λǫ(χ) = λo
4γa

β2

(

χ− a

2
+ ǫ

)2

+ λo, (63)
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the frequency function is centered around a
2
+ǫ. With Eq. (63), we then retrieve the potential407

function from Eq. (49) with substitutions for m(χ) of Eq. (53) and b(χ) of Eq. (57), i.e.,408

φλ(χ, ǫ) = φ2(χ)− ǫ
8λoγa

β2k

(

χ− a

2

)

− ǫ
4λoγa

β2k
ln[|a− 2χ|], (64)

where the potential asymmetry is controlled by either a positive or negative value of ǫ (Fig.409

4d). For k < λo +
4ǫ2λoγa

β2 the potentials wells are separated by a barrier of infinite strength.410

When k = λo+
4ǫ2λoγa

β2 this barrier has a finite value of φmax =
λo

k
γa. Similar to the symmetric411

version, the potential well of Eq. (64) also is centered at a/2. This asymmetric potential,412

φλ(χ), not only corresponds to the perturbed frequency of Eq. (63), but also to a different413

version of the state-dependent, two-sided exponential distribution of forcing inputs, i.e.,414

p̃z(z, χ) =



















f(χ− a/2)γe−γz z ≥ 0

(1− Pχ(a/2))(1− f(χ− a/2))γeγz z < 0 & x ≤ a/2

Pχ(a/2)(1− f(χ− a/2))γeγz z < 0 & x > a/2,

(65)

where the frequency of these transitions now is weighted by the probability or each potential415

well, as described by the CDF Pχ(a/2) where Pχ(χ) =
∫ χ

−∞
pχ(χ)dχ. These CDF weights416

provide consistency between the jump probability and the asymmetry of the probability417

density about a/2 (e.g., Fig. 4d).418

For a small perturbation in the location of the drift, i.e.,419

mǫ(χ) = k
(a

2
− χ + ǫ

)

, (66)

the double well potential again becomes asymmetric (Figs. 4d and 5). The corresponding420

potential function is found from Eq. (49) with substitutions for mǫ(χ) of Eq. (66), λ2(χ) of421

Eq. (55), b2(χ) of Eq. (57), i.e.,422

φm(χ, ǫ) = φ2(χ) + ǫ
2λoγa

β2k

(

2
(

χ− a

2

)

+ 3ǫ
)

− ǫ
4λoγa

β2k
ln[|a− 2(χ+ ǫ)|] + k − λo

k
ln

[
∣

∣

∣

∣

a− 2(χ+ ǫ)

a− 2χ

∣

∣

∣

∣

]

,

(67)

where as indicated by the term ln[·], the double well potential is no longer centered at423

a/2 and potential barrier is only of a finite value when k = λo +
4ǫ2λoγa

β2 (Fig. 5). This424
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asymmetric potential, φm(χ), not only corresponds to the perturbed drift of Eq. (66), but425

also to a different state-dependent, two-sided exponential distribution of forcing inputs, i.e.,426

p̃z(z, χ) =



















f(χ− a/2)γe−γz z ≥ 0
(

〈λm〉
〈λ〉

Θ[ǫ] + (1− Pχ(a/2))(1− f(χ− a/2))
)

γeγz z < 0 & x ≤ a/2
(

〈λm〉
〈λ〉

Θ[−ǫ] + Pχ(a/2)(1− f(χ− a/2))
)

γeγz z < 0 & x > a/2,

(68)

where the Heaviside step function Θ(·) is right continuous, i.e., Θ(0) = 1, 〈λm〉 is the427

frequency at which a trajectory crosses the location a/2 where the jump direction changes,428

and 〈λ〉 is the average frequency of jumping from the larger potential well. These average429

frequencies are given respectively by430

〈λm〉 = |mǫ(a/2)|pχ(a/2) (69)

〈λ〉 =
∫ a/2

−∞

λ2(χ)Ne−φm(χ,|ǫ|)dχ, (70)

where N is the normalization constant of Eq. (48). The first expression describes the average431

rate at which the drift causes a trajectory to cross a/2, while the second expression is the432

average rate of jumping from the larger potential and crossing back over a/2 (Fig. 5). The433

expression 〈λ〉 is for the larger potential well as indicated by the absolute value |ǫ| within434

the potential function.435

Assuming the trajectories (e.g., Figs. 3 and 5) represent particle movement, we may use436

the formula of Pope and Ching of Eq. (52) to examine the particle dynamics in terms of437

the ensemble average velocity squared and acceleration of Eqs. (50) and (51). The ensemble438

average of the velocity squared may describe the average kinetic energy of the particle, i.e.,439

Ek = 1
2
mp〈χ̇2|χ〉 for which mp is the mass. Accordingly, the kinetic energy increases with440

the distance from a/2. The ensemble average acceleration then describes the power applied441

to the particle, i.e., Pw = mp〈χ̈|χ〉m(χ), where mp again represents the particle mass. This442

repels the particle away from a/2, and reaches a local maximum right before the minima443

of each double well potential, as shown by the ensemble average acceleration (Fig. 6a).444

The symmetry of this acceleration mostly is controlled by the symmetry of the frequency445

function. A small perturbation in the frequency produces large changes in the symmetry of446

the acceleration (Fig. 6b, black line). Conversely, a small perturbation in the drift, while447
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FIG. 6. The ensemble average acceleration of Eq. (51) for a) the symmetric double potential

Φ1(χ) of Eq. (58) (black line) and Φ2(χ) of Eq. (59) (gray line) and b) for the asymmetric double

potentials Φλ(χ) of Eq. (64) (black line) and Φm(χ) of Eq. (67) (gray line). Parameter values are

k = 0.1, a = 10, λo = 0.1, β = 2, γ = 2, ǫ = 0.5.

altering the symmetry of the potential function (Fig. 5), does not significantly change the448

acceleration (Fig. 6b, gray line).449

V. A CLASS OF TRANSIENT SOLUTIONS FOR THE STRATONOVICH IN-450

TERPRETATION451

In the case of the Stratonovich jump interpretation, it also is possible to solve Eq. (4)452

for a class of transient solutions. The solutions are derived by starting with the transformed453

master equation (43) and assuming a (y dependent) linear drift, i.e.,454

my(y) =
m (η−1(y))

b(η−1(y))
= κy, (71)

where κ [1/T] is a generic constant that adjusts the drift. Note that the drift, my(y),455

accommodates a variety of χ dependent drift functions, m(χ), and jump functions, b(χ),456

that satisfy the following relationship, i.e.,457

m(χ) = κb(χ)

∫

1

b(χ)
dχ, (72)

where examples of the constant κ are given in Table I. In addition to Eq. (71), we assume a458

homogeneous Poisson process, i.e., λ (η−1(y), t) = λ, an exponential PDF of forcing inputs459
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FIG. 7. For the variable χ = X/w, a) the constant drift, m(χ) = k, and state dependent function,

b(χ) = βe−nχ, b) realizations of the transient dynamics, and c) the continuous part of the transient

PDF pχ(χ, t, χ0) of Eq. (74). Though not shown, the PDF includes an atom of probability of

strength e−λt located at χ = 1
n ln

[

eκt+nχ0
]

. Parameter values are λ = 0.17 d−1, w = 90 g, α = 0.2

cm, γ = 1/α cm−1, β = βs/w cm−1, βs = −1/en g cm−1, n = 1 [-], k = ks/w d−1, ks = 0.03 g d−1

and χ0 = 0.05 [-]. (Color version available online).
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given by Eq. (44), and an initial condition of py(y, 0, y0) = δ(y − y0). We find a transient460

solution by converting the master equation (43) with a laplace transform, solving the re-461

sulting equation with the method of characteristics, and subsequently inverting the Laplace462

transform solution [72, 73], i.e.,463

py(y, t, y0) = e−λtδ
(

y − y0e
κt
)

− λγ

κ
e−λt−γ(y−yoeκt) (73)

·
(

e−κt − 1
)

1F1

(

1 +
λ

κ
; 2; γ

(

y − y0e
κt
) (

1− e−κt
)

)

Θ
(

y − y0e
κt
)

,

where 1F1 (·; ·; ·) is the confluent hypergeometric function of the 1st kind, and Θ(·) is the464

Heaviside step function. The solution in terms of the original state variable is pχ(χ, t, χ0) =465

py(η(χ), t, η(χ0))
∣

∣

∣

dy
dχ

∣

∣

∣

y=η(χ)
, i.e.,466

pχ(χ, t, χ0) =
e−λt

|b(χ)|δ
(

η(χ)− η(χ0)e
κt
)

− λγ

|b(χ)|κe
−λt−γ(η(χ)−η(χo)eκt) (74)

·
(

e−κt − 1
)

1F1

(

1 +
λ

κ
; 2; γ

(

η(χ)− η(χ0)e
κt
) (

1− e−κt
)

)

Θ
(

η(χ)− η(χ0)e
κt
)

,

where the expression is a mixed distribution consisting a continuous part and an atom467

of probability, which moves along a trajectory as described by the argument of the delta468

function, i.e., δ(η(χ)− η(χo)e
−κt). Following the property of Appendix A of [32], this delta469

function may be posed as δ(χ−χn)
g′(χn)

where g(χ) = η(χ) − η(χo)e
−κt and χn is the root for470

g(χn) = 0. Examples of various transient solution functions are given in Table I.471

We also consider the limiting case where the y dependent drift simply is constant, i.e.,472

TABLE I. Examples of Transient Solution Functionsa

b(χ) m(χ)b y = η(χ) η−1(y) κ

Ex. 1 βχn kχ χ1−n

β(1−n) ((1 − n)yβ)
1

1−n k(1 − n)

Ex. 2 ̺ + βχ k(̺ + βχ) ln[|̺ + βχ|] ln[|̺+χβ|]
β

eyβ−̺
β kβ

Ex. 3 βenχ k − e−nχ

nβ
1
n ln

[∣

∣

∣
− 1

nβy

∣

∣

∣

]

−kn

Ex. 4 ̺ + βenχ k(̺ + βenχ) (nχ− ln [|̺ + βenχ|]) nχ−ln[|̺+βenχ|]
n̺ − 1

n ln
[
∣

∣

∣

e−n̺y−β
̺

∣

∣

∣

]

k̺n

a Note that β, ̺, and n are generic parameters of b(χ), and k is a generic parameter of the drift, m(χ).
b Note that the drift function is derived from Eq. (72).
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my(y) =
m (η−1(y))

b(η−1(y))
= κ, (75)

in which case m(χ)/b(χ) = κ [L/T], and thus m(χ) and b(χ) share the same functional473

dependency on χ. Similar to the previous case, we also assume an initial condition of474

py(y, 0, y0) = δ(y − y0), an exponential PDF of forcing inputs, and a homogeneous Pois-475

son process, i.e., λ (η−1(y), t) = λ. We find the corresponding solution by posing the mater476

equation (43) in terms of Laplace transforms, solving the resulting equation, and then trans-477

forming the solution with an inverse Laplace transform [74], i.e.,478

py(y, t, y0) = e−λtδ (y0 − y − κt) (76)

+

√

γλt

y0 − y − κt
· I1

[

2
√

γλ(y0 − y − κt)t
]

e−y0+y+γκt−λtΘ(y0 − y − κt),

where I1[·] is the modified Bessel function of the first kind [53]. With a change of variables,479

i.e., pχ(χ, t, χ0) = py(η(χ), t, η(χ0))
∣

∣

∣

dy
dχ

∣

∣

∣

y=η(χ)
, we retrieve the solution in terms of the original480

state variable, i.e.,481

pχ(χ, t, χ0) =
e−λt

|b(χ)|δ (η(χ0)− η(χ)− κt) +
1

|b(χ)|

√

γλt

η(χ0)− η(χ)− κt
(77)

· I1
[

2
√

γλ(η(χ0)− η(χ)− κt)t
]

e−η(χ0)+η(χ)+γκt−λtΘ(η(χ0)− η(χ)− κt),

and this solution describes a mixed distribution that consists of a continuous part and an482

atom of probability (represented by the Dirac delta function).483

A. Soil Salinity Dynamics484

The transient solutions just presented find use in modeling the dynamics of soil salinity485

based on the assumptions of previous models that only examined the steady state condition486

[e.g., 41, 52]. We consider salt is deposited into the soil layer at a constant rate ks and487

subsequently leaches in proportion to the rainfall amount per storm event (Fig. 7a). Over a488

range of salt content w for which the normalized salt content is χ = X/w, the proportional489

loss of salt may be captured by the function b(χ) = βenχ for which β = βs/w. Hence, the490
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normalized deposition of salt is k = ks/w, and the representation follows the functions of491

Example 3 of Table I. The probabilistic dynamics of salt content, which may be appreciated492

from looking at the ensemble of trajectories (Fig. 7b), is described by the transient solution493

of Eq. (74), as shown by Fig. 7c.494

Initially, over the first few years, the salt concentration is tightly centered near the value of495

χ = 1
n
ln [eκt+nχ0], which is the initial salt concentration relocated by the governing dynamics.496

At around a decade, the salt concentration (per unit area) shows significantly more variability497

in the range of about ±5.6g (Fig. 7c for which 5.6 = 0.062 ·90 g). This variability will affect498

the time at which the soil requires remediation to remove salt. From a decade onward, the499

variability increases while the median value of the PDF increases. Such behavior continues500

until approximate steady state conditions occur at around year 40. Thus, the transient PDF501

provides a basis for assessing the risk, costs, and benefits of remediating the soil at different502

junctures in time between the initial time and steady state conditions (Fig. 7c).503

VI. CONCLUSION504

For systems forced by random jumps, i.e., shot noise, we have provided a general theory505

for defining the jump transition for both the Itô and Stratonovich interpretations of the506

jump process. For the Stratonovich jump interpretation and an exponential PDF of forcing507

inputs, we have presented a steady state solution for the state variable PDF that is general508

to functions for the deterministic drift, state dependent recurrence frequency of jumps, and509

state dependent jump amplitudes. This solution allows us to provide a novel description of a510

jump process within a double well potential, where particle dynamics are forced by an input511

with a two-sided exponential distribution that then allows for anomalous jumps between512

the two potential wells. We have shown that small perturbations in the deterministic drift513

and the frequency of jumps create asymmetry between the strength of the two potential514

wells. We also have derived a class of transient solutions that are general to functions515

for the deterministic drift and state dependent jump amplitudes. As demonstrated with516

soil salinity dynamics, the transient solution provides a faster approach to assessing long517

term behavior versus the typical approach involving more onerous numerical simulations. In518

general, the processes investigated here provide a framework for moving stochastic process519

descriptions beyond the typical paradigms that assume noise driven diffusion represented by520
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Brownian motion.521

It will be interesting to analyze the possibility of moving beyond the typical Itô and522

Stratonovich jump interpretations. For example, the jump process could be defined by523

directly imposing two distributions that respectively describe the variability of the state524

variable before and after the jump. Such a description naturally may be suited to repre-525

senting stochastic renewal and control processes. Work along these lines will be presented526

elsewhere. Furthermore, even in steady state, the jump process represents a system that527

never reaches equilibrium, i.e., there is an asymmetry in the timescale of drifting to a state528

and jumping from a state. Because of this asymmetry, the system does not balance (in de-529

tail) the frequency of entering and exiting a particular state. Such a lack of a detail balance530

and the associated non-equilibrium state are of particular interest in statistical mechanics.531

Future work thus will consider the typical Brownian forcing in conjunction with a jump532

process description that could reveal new paradigms for a non-equilibrium steady state in533

stochastic thermodynamics, which primarily assumes a Brownian motion [75].534

Appendix A: Jump Process Convergence to a Diffusion Process535

For the case of b(χ, z) = b(χ)z, we show how the jump process converges to a diffusion536

process that is described by a Fokker-Planck equation with a state dependent diffusion537

coefficient. To show this convergence we expand the master equation (11) components538

representing the jump forcing, i.e.,539

∂χJξ(χ, t) = −pχ(χ, t)

∫ ∞

−∞

W (u|χ, t)du+

∫ χ

−∞

W(·)(χ|u, t)pχ(u, t)du, (A1)

where W(·)(χ|u) represents either the Itô transition PDF, WI(χ|u), of Eq. (18) or the540

Stratonovich transition PDF, WS(χ|u), of Eq. (26). We link both cases to a diffusion541

process with a Taylor series expansion of the second term of Eq. (A1).542

1. Itô description543

For the Itô jump prescription, we introduce the jump transition by substituting for the544

antecedent state (before) a jump event, i.e.,545
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u = χ− υ, (A2)

where υ = ∆χ is the jump transition. Upon substituting Eq. (A2) into Eq. (A1) and546

accounting for a change of variables for a probability distribution [e.g., 51], the jump com-547

ponent is posed as an integration over υ, i.e.,548

∂χJξ(χ, t) = −pχ(χ, t)

∫ −∞

∞

W (χ− υ|χ, t)
∣

∣

∣

∣

du

dυ

∣

∣

∣

∣

dυ +

∫ 0

∞

WI(υ|χ− υ, t)pχ(χ− υ, t)

∣

∣

∣

∣

du

dυ

∣

∣

∣

∣

dυ,

(A3)

where
∣

∣

du
dυ

∣

∣ = 1 and WI(χ|u, t) has become a PDF of υ conditional on χ− υ, i.e.,549

WI(υ|χ− υ, t) = λ(χ− υ, t)

∫ ∞

−∞

δ(υ − b(χ− υ)z)pz(z)dz, (A4)

which is specific to the Itô transition PDF, WI(χ|u, t), of Eq. (18). The term W (χ− υ|χ, t)550

often is given with the notation W (χ,−υ, t), i.e., conditional on being in the present state551

χ there is a prior state at a distance −υ. The second term WI(υ|χ− υ, t) often is written552

as WI(χ− υ, υ, t), i.e., conditional on begin at the prior state χ− υ there is a transition of553

size υ [40].554

Recognizing the second term of Eq. (A3) is a function of u (see Eq. (A2)), we pose555

WI(υ|χ− υ, t)pχ(χ− υ, t) as a Taylor-series expansion around a transition to χ, i.e.,556

∂χJξ(χ, t) = −pχ(χ, t)

∫ −∞

∞

W (χ− υ|χ, t)dυ +

∫ 0

∞

∞
∑

n=0

(−1)nυn

n!

∂n

∂χn
WI(υ|χ, t)pχ(χ, t)dυ,

(A5)

where the distance from u is simply the negative jump distance; accordingly, (−1)nυn =557

(u− χ)n. Integrating WI(υ|χ, t) over υ defines the jump moments given by558

Mn(χ) =

∫ 0

∞

υnWI(υ|χ, t)dυ = λ(χ, t)b(χ)n〈zn〉, (A6)
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which follows from the sifting property of the delta function withinWI(υ|χ, t) = λ(χ, t)
∫∞

0
δ(υ−559

b(χ)z)pz(z)dz. Note that 〈zn〉 =
∫∞

0
znpz(z)dz, and WI(υ|χ, t) is Eq. (A4) with χ − υ re-560

placed by χ based on the Taylor-series expansion. In addition, the first term on the r.h.s.561

of Eq. (A5), i.e.,562

−λ(χ, t)pχ(χ, t) = −pχ(χ, t)

∫ −∞

∞

W (χ− υ|χ, t)dυ, (A7)

cancels with the zero order term of the expansion of Eq. (A5), i.e.,563

λ(χ, t)pχ(χ, t) =
(−1)0

0!

∂0

∂χ0
[M0(χ)pχ(χ, t)] . (A8)

Based on Eqs. (A6), (A7) and (A8), we may compactly pose Eq. (A1) as564

∂χJξ(χ, t) =

∞
∑

n=1

(−1)n

n!

∂n

∂χn
[Mn(χ)pχ(χ, t)] , (A9)

and this is the so-called Kramers-Moyal expansion that is the basis of past derivations of565

the Fokker-Planck equation [66, 76]. Upon substitution of the jumps moments, Mn(χ), the566

Kramers-Moyal expansion for the Itô prescription of a marked Poisson process is given by567

∂χJξ(χ, t) =

∞
∑

n=1

(−1)n

n!

∂n

∂χn
[〈zn〉λ(χ, t)b(χ)npχ(χ, t)] . (A10)

This jump description converges to a diffusion process under the limiting scenario of the568

jump weights approaching zero, i.e., z → 0, while the density of jump events increases, i.e.,569

λ(χ, t) → ∞, such that570

lim
(λ,z)→(∞,0)

〈z2〉λ(χ, t) = D(χ, t), (A11)

where the state dependent diffusion coefficient is given as571

D(χ, t) = 2Do
λ(χ, t)

λo
. (A12)
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This diffusion results from noting that 1) the jump frequency consists of a component in-572

dependent of the state variable, i.e., λo = 1/to, 2) the jump frequency is equivalent to573

λ(χ, t) = λ(χ,t)
λoto

, and 3) in the limit of Eq. (A11), the mean squared displacement, 〈z2〉, con-574

verges to 2Doto, where Do is a diffusion coefficient. For Eq. (A11), convergence to D(χ, t)575

implies that n ≥ 3 terms are zero, i.e., 〈zn〉λ(χ, t) → 0, because 〈zn〉 tends to zero faster576

than λ(χ, t) tends to infinity, while if 〈z〉 6= 0, the n = 1 term is infinite, i.e., 〈z〉λ(χ, t) → ∞,577

because λ(χ, t) tends to infinity faster than 〈z〉 tends to zero.578

Thus, unless the jump magnitude PDF pz(z) is symmetric about the origin (z = 0),579

convergence only occurs if the n = 1 term of Eq. (A10) is balanced by the drift, i.e.,580

m(χ, t) = mo(χ, t)− 〈z〉λ(χ, t)b(χ), (A13)

where mo(χ, t) is a generic function and 〈z〉λ(χ, t)b(χ) compensates for the average rate of581

increase from the jump process. For the drift of Eq. (A13) and ∂χJξ(χ, t) of Eq. (A10), the582

master equation (11) converges to a diffusion process under the limit of Eq. (A11), i.e.,583

∂tpχ(χ, t) = − ∂

∂χ
[mo(χ, t)pχ(χ, t)] +

1

2

∂2

∂χ2

[

D(χ, t)b(χ)2pχ(χ, t)
]

, (A14)

and this is the Itô version of the Fokker-Planck for which the first term on the r.h.s. rep-584

resents the deterministic drift and the second term represents the diffusion process. Note585

that the Fokker-Planck drift mo(χ, t) is different than the jump process drift of Eq. (A13)586

unless the PDF pz(z) is symmetric about z = 0. The state dependent diffusion coefficient587

D(χ, t) differs from previous derivations in which the Poisson rate of jumping and thus the588

diffusion coefficient are constants [e.g., 41, 48].589

2. Stratonovich Description590

Here we also show the jump process convergence to a diffusion for the Stratonovich591

prescription of the jumps. For the Stratonovich jump prescription of Eq. (26), we consider592

Eq. (A1) under the change of variables given by Eqs. (40) - (42). Following this change of593

variables, Eq. (A1) becomes594
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∂yJξy(y, t) = −py(y, t)

∫ η(∞)

η(−∞)

W (u|y, t)du+

∫ y

η(−∞)

WS(y|u, t)py(u, t)du, (A15)

where the transformed transition probabilities are given by595

W (u|y, t) = W (u|η−1(y), t) (A16)

WS(y|u, t) = λ(η−1(u), t)

∫ ∞

−∞

δ(y − u− z)pz (z) dz, (A17)

for which the last expression is derived from the Stratonovich transition PDF of Eq. (26),596

WS(χ|u, t). Equation (A15) is derived from (A1) by substituting for pχ(χ, t) based on Eq.597

(42), substituting for χ with Eq. (41), substituting ∂χJξ(χ, t) = dy
dχ
∂yJξy(y, t), and then598

multiplying both sides by dχ
dy
. This derivative is given by599

dχ

dy
=

dη−1(y)

dy
= b(η−1(y)), (A18)

which is based on the property for the derivative of an inverse function, i.e., d
dy
η−1(y) =600

d
dx
η (χ)

∣

∣

χ=η−1(y) . Similar to Itô prescription, we then introduce the jump transition into Eq.601

(A15) by substituting for the antecedent value given by602

u = y − υ. (A19)

Subsequently, we expand Eq. (A15) around a transition to y, as was done for the Itô603

prescription of the previous section.604

The methodology for expanding Eq. (A15) is the same as in previous Itô case, and the605

resulting expansion is the Kramers-Moyal expansion of Eq. (A9), but in terms of the variable606

y. For this Kramers-Moyal expansion, the jump moments are given by607

Mn(y) =

∫ 0

∞

vnWS(υ|y, t)dυ = λ(η−1(y), t)〈zn〉, (A20)

where 〈zn〉 =
∫∞

0
znpz(z)dz and WS(υ|y, t) = λ(η−1(y), t)

∫∞

0
δ(v − z)pz(z)dz. This term608

WS(υ|y, t) is Eq. (A17) with a substitution for u based on Eq. (A19), after which λ(η−1(y−609

34



υ), t) is replaced with λ(η−1(y), t) because of the Taylor series expansion around a transition610

to y. Accordingly, based on Eq. (A20) and Eq. (A9) in terms of y, the expansion for the611

transformed jump process is given by612

∂yJξy(y, t) =
∞
∑

n=1

(−1)n

n!

∂n

∂yn
[

〈zn〉λ(η−1(y), t)py(y, t)
]

. (A21)

However, in Eq. (A21), the frequency, λ(η−1(y), t), represents a multiplicative function.613

Consequently, for consistency with the Stratonovich jump interpretation, this frequency614

must be merged into a new variable, i.e,.615

ŷ = η̂(χ) =

∫

1

b(χ)
√

λ(χ, t)
dχ, (A22)

where accordingly χ = η̂−1(ŷ, t) and pχ(χ, t) = pŷ(ŷ, t)
∣

∣

∣

dŷ
dχ

∣

∣

∣
, and now616

dχ

dŷ
=

dη̂−1(ŷ)

dŷ
=

√

λ(η̂−1(ŷ), t)b(η̂−1(ŷ)). (A23)

Based on this change of variables, Eq. (A21) is posed as617

∂ŷJξŷ(ŷ, t) =

∞
∑

n=1

(−1)n

n!

∂n

∂ŷn
[〈zn〉pŷ(ŷ, t)] , (A24)

for which the corresponding ŷ dependent drift is given as mŷ(ŷ, t) = m(η̂−1(ŷ))

b(η̂−1(ŷ))
√

λ(η̂−1(ŷ),t)
.618

After transforming Eq. (A24) with a change of variables following Eqs. (A22) - (A23), we619

recover the Kramers-Moyal expansion for the Stratonovich jump prescription, i.e.,620

∂χJξ(χ, t) =

∞
∑

n=1

(−1)n

n!

1
√

λ(χ, t)b(χ)

(

√

λ(χ, t)b(χ)
∂

∂χ

)n
[

〈zn〉
√

λ(χ, t)b(χ)pχ(χ, t)
]

,

(A25)

where pŷ(ŷ, t) = pχ(χ, t)
dχ
dŷ
,
√

λ(χ, t)b(χ) = dχ
dŷ
,
(

√

λ(χ, t)b(χ) ∂
∂χ

)n

= ∂n

∂ŷn
, and Eq. (A25) is621

based on recognizing ∂ŷJξŷ(ŷ, t) =
dχ
dŷ
∂χJξ(χ, t) and multiplying both sides of Eq. (A24) by622

dŷ
dχ
. When λ(χ, t) is a constant, the terms of Eq. (A25) may be rearranged so the expression623

is equivalent to the form given by Eq. (D5) of [41].624
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We now consider the convergence of Eq. (A25) under the limit of Eq. (A11), i.e., infinite625

jump events as the forcing weights approach zero, z → 0. Similar to the Itô case, unless the626

forcing input PDF, pz(z), is symmetric about the origin (z = 0), convergence only occurs if627

the n = 1 term of Eq. (A25) is balanced by the drift, i.e.,628

m(χ, t) = mo(χ, t)− 〈z〉
√

λ(χ, t)b(χ), (A26)

where in comparison to Itô drift of Eq. (A13), the drift now must balance based on
√

λ(χ, t)629

instead of λ(χ, t). For the Stratonovich version of ∂χJξ(χ, t) of Eq. (A25) and the drift term630

of Eq. (A26), the master equation (11) under the limit of Eq. (A11) converges to a diffusion631

process description, i.e.,632

∂tpχ(χ, t) = − ∂

∂χ
[mo(χ, t)pχ(χ, t)] +

1

2

∂

∂χ

[

√

D(χ, t)b(χ)
∂

∂χ

[

√

D(χ, t)b(χ)pχ(χ, t)
]

]

,

(A27)

which is the Stratonovich version of the Fokker-Planck equation where D(χ, t) is given by633

Eq. (A12) and follows from the Eq. (A11) limit of 〈z2〉λ(χ, t). Note that the drift for the634

corresponding jump process is given by Eq. (A26) and is different than the Fokker-Planck635

drift term unless pz(z) is symmetric about z = 0. In both Fokker-Planck equations (A14)636

and (A27), the diffusion coefficient D(χ, t) has the same dependence on the jump frequency,637

λ(χ, t).638
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