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High-Z material mix into the fuel degrades inertial fusion implosions and can prevent ignition.
Mix is often assumed to be dominated by hydrodynamic instabilities, but we report new OMEGA
data, using shells with ∼150nm deuterated layers to gain unprecedented resolution, which give
strong evidence that the dominant mix mechanism is diffusion for these moderate temperature (<∼6
keV) and convergence (∼12) implosions. Small-scale instability-driven or turbulent mix is negligible.

A burning fusion plasma requires a temperature ex-
ceeding the ideal ignition point, and for the product of
plasma pressure and energy confinement time (pτ), in-
cluding all loss mechanisms, to exceed a critical value
[1]. Inertial confinement fusion (ICF) seeks to reach these
conditions via compression of the fuel by spherical implo-
sion [2]. Radiation drive (laser beams or laser-generated
x rays) is incident upon the outer surface of a capsule
containing the DT fuel, generating ∼ 100 MBar abla-
tion pressures on the outside of the capsule, imploding
the fuel. While some self heating [3] has recently been
achieved in implosions at the National Ignition Facility
(NIF) [4], ignition remains elusive [5, 6].

One key degradation mechanism is ‘mix’ of any ma-
terial with Z > 1 into the fuel, particularly the hot
spot, where it can quench self heating. Mix material
is damaging because it both increases the heat capac-
ity of the fuel, reducing the temperature, and increases
the bremsstrahlung x-ray emissivity, reducing the energy
confinement time. Typically the capsule (ablator) mate-
rial is plastic, diamond [7], or beryllium [8], and is doped
with a mid- or high-Z element as a preheat shield. Mix
caused significantly reduced fusion yields for early low-
adiabat (α, ratio of fuel pressure to Fermi pressure) ex-
periments [9] at α ∼ 1.5. Recent experiments at α ∼ 2.5
have had lower levels of mix [10].

Several physical mechanisms can cause mix. The pre-
dominant cause is thought to be growth of initial imper-
fections in the target by hydrodynamic instabilities such
as Rayleigh-Taylor (RT), Richmeyer-Meshkov (RM), or
Kelvin-Helmholtz (KH). For RT, growth in the linear
phase or evolution into the non-linear (saturated) phase
[11] are important. The outer surface of the capsule (ab-
lation front) is RT unstable during acceleration, and the
inner surface is unstable during deceleration. In numer-
ical models, buoyancy-drag turbulence models [12] are
often used in lieu of fully resolving the instabilities. Lo-
calized defects including the capsule support structure
[13, 14] and fill tube [15] can cause injection of cap-
sule material into the fuel, and degrade performance [16].
Thirdly, at any interface of two materials, such as the fuel

and shell material, plasma diffusion can mix the materi-
als. As these mechanisms have fundamentally different
dependences on the implosion design and conditions, it is
necessary to understand the importance of each to design
an ignition-relevant implosion with acceptably low levels
of mix. For example, improving the capsule surface qual-
ity will suppress the seeds for hydrodynamic instability,
but have negligible impact on localized defect or diffusion
driven mix.

Mix is commonly diagnosed by measuring the plasma’s
enhanced broadband x-ray emissivity [9], emission spec-
tra of dopant materials [17], or by the separated fusion
reactant technique[18–25], in which the total yield of a
reaction where one reactant is initially in the shell and
the other is in the fuel is used to quantitatively charac-
terize the amount of mixed material. The growth rate
of sinusoidal perturbations can also be measured by ra-
diography [26–28]. Most models of separated-reactant
experiments assume that the mix is dominated by insta-
bilities, which are typically approximated by a turbulent
mix model (e.g. Ref. 23). One exception is Ref. 25
which found that very hot (> 10 keV) and very low con-
vergence ratio (CR ∼ 4, the initial to final radius ra-
tio) implosions had diffusion-dominated mix; since these
were shock-dominated implosions lacking a deceleration
phase, it was expected that instability-driven mix would
be small.

In this paper, we present new results using the
separated-reactant technique using very thin layers of
the reactant in the shell. These high-resolution mea-
surements of the effective mix depth provide evidence,
for the first time, that gas-filled moderate temperature
(< 6 keV) and moderate convergence (∼ 12) direct-drive
OMEGA implosions are dominated by diffusive mix dur-
ing peak nuclear burn, and that any turbulence-driven
mix layer is less significant.

These experiments were performed on the OMEGA
laser [29]. The 60 laser beams delivered a total of 27kJ
of energy in a 1 ns duration square pulse. Each beam’s
illumination profile was smoothed using SG5 distributed
phase plates (DPP) [30], distributed polarization rota-
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tion (DPR) [19], and smoothing by spectral dispersion
(SSD) [31]. The incident laser intensity is thus ∼ 1015

W/cm2 on the surface of a 860 µm diameter capsule; ap-
proximately 40% of the laser energy is scattered while
the rest is absorbed at the critical density, creating abla-
tion pressures on the order of 100 MBar, imploding the
shell. Fig. 1a shows a capsule schematic. The shell is
plastic, predominantly CH (56.9% H, 40.6% C, 2.5% O)
with a 0.15 µm thick deuterated layer (CD) either at
the inner surface or recessed by up to 0.6 µm. The cap-
sules are filled with 9atm of gas, composed of equimolar
H2 and T2 with a small deuterium impurity (<∼ 0.05%
atomic). Reference shots used equivalent shells without
the deuterated layer and either the same gas fill or gas
pre-mixed with 2% atomic deuterium.

The laser drive ablates the outer∼ 8−9 µm of the shell,
with the remaining shell material reaching peak velocity
(kinetic energy) at the end of the laser drive. During
deceleration the kinetic energy is converted to internal
energy in the fuel, which burns for ∼ 100 ps and then
disassembles. The plasma’s broadband x-ray emission at
stagnation is imaged using gated pinhole imaging [32].
An example image from shot 85184 is shown in Fig. 1b.
The camera is filtered with 200 µm of Be and uses 10 µm
diameter pinholes at a magnification of 6×. The emission
corresponds to the hot spot, in this case with a radius of
∼ 33 µm, taken from the 20% contour, for a convergence
ratio of ∼ 13. On average the shots used in this work
had a measured CR = 12± 1.

The implosion generates the fusion reactions

T + T → 4He + 2n (Q=11.3 MeV), (1)

D + T → 4He (3.56 MeV) + n (14.03 MeV). (2)

The T+T reaction generates neutrons with a broad en-

FIG. 1: (a) Radial cross section of the capsules used:
15µm-thick plastic shells, 860µm diameter, with a 0.15
µm deuterated layer. The capsules were filled with 9atm

of equimolar H2 and T2 gas. (b) Example framing
camera image of the stagnated plasma on shot 85184,

where the grayscale represents x-ray surface brightness.

ergy distribution between zero and 11.3 MeV [33], while
the D+T reaction generates a monoenergetic neutron at
14 MeV. The entire neutron spectrum is measured us-
ing time-of-flight detectors [34], giving the total yield of
each reaction. Since tritium is only present in the initial
gaseous fuel, the TT fusion yield represents the ‘clean’
burn of the fuel. A small amount of DT yield results from
the fuel’s deuterium contamination (∼ 0.05% atomic), so
any appreciable amount of DT yield must come from mix
of the the CD layer into the fuel.

These types of implosions can be predicted using
a radiation-hydrodynamics simulation-based model of
these implosions. The model includes reduced laser in-
tensity due to scattered light, artificial pre-heat of the
shell material due to radiation or hot electrons, a tur-
bulent mix model with an adjustable scale length [12],
and the Zimmerman-Paquette-Kagan-Zhdanov (ZPKZ)
diffusion model [35–38]. The ZPKZ diffusion model in-
corporates thermodiffusion of multiple ion species, fric-
tional ion heating, and the advective transport of ion
enthalpy, in addition to the processes of concentration
diffusion, barodiffusion[39], and electrodiffusion, which
were the only processes included in an earlier diffusion
model described in Ref. 35. There are no free parame-
ters associated with the ZPKZ model.

This 1D radiation-hydrodynamics simulation
model class, incorporating turbulent mix and ion-
kinetic/multispecies transport, has been successful in
explaining many observed features of a wide range
of capsule experiments. The first description of our
approach, using a reduced kinetic model for fusion re-
activity reduction and including comparisons to capsule
data, appeared in Molvig et al. (Ref. 40). Another
early version, this time including turbulent mix and
multi-species ion diffusion, was first applied to analyze
DT-filled-plastic-shell OMEGA capsule experiments
conducted in 2013 [41]. Figure 3 of that article shows
the validity of the simulation model for explaining
observed DT yields and burn-averaged ion temperatures,
for capsules with shells as thick as 30 microns, and
illustrates the effect of the turbulent mix model. In
other work, summarized in Ref. 35, the simulation model
was successful in explaining hot, thin-shell implosions
without the need to invoke a turbulent mix model. This
article describes applications of the simulation model
to experiments carried out by Rosenberg et al. (Ref.
42) and Rinderknecht et al. (Ref. 25); the latter two
articles themselves contain results of our simulation
model. Our results were compared to experiments and
kinetic simulations by Larroche et al. (Ref. 43), and
the simulation model was recently used in an extensive
study of prediction under uncertainty by Osthus et al.
(Ref. 44).

As a result of the studies described by Kim et al. and
Hoffman, Zimmerman et al. (Refs. 41 and 35), we were
led to expect that turbulent mix plays a role for thicker
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shells, 15 microns and greater, but not for thinner shells.
For these experiments we made pre-shot predictions us-
ing the turbulence model, with initial turbulent length
scales calibrated to previous separated-reactant exper-
iments. To predict the data trend with CD recession
depth before the experiment, the three free parameters
of the overall simulation model (absorption, preheat, and
turbulent scale length) were inferred from fitting data us-
ing shells and drive similar to Fig. 1, with 1-ns duration
square pulse laser drive and 15µm-thick 860µm diameter
plastic shells. Shot 80348 had a 0.3µm thick CD layer at
the interface, and was filled with 9atm of equimolar HT
gas. Shot 72831 had a 1µm thick CD layer recessed by 1
µm, and was filled with 10atm of pure T2 gas [45]. This
previous work presents an underconstrained problem for
the model, but were used for pre-shot calibration. Our
experiment’s variation in recession depth was designed to
provide a strong constraint on the model.

TABLE I: Tuning data and calculated observables for
the two turbulence + diffusion models, plus the inferred

parameters.

Diff.+Turb. #1 Diff.+Turb. #2

80348 Model 72831 Model

YDT (×1012) 1.22± 0.06 1.25 1.54± 0.11 1.60

YHT (×107) 1.9± 0.5 1.5 − −
YTT (×1011) − − 7.90± 1.2 6.92

Ti DT (keV) 4.4± 0.6 4.2 5.5± 0.5 4.3

BT (ns) 1.45± 0.05 1.32 1.46± 0.05 1.40

BW (ps) 103± 14 105 184± 25 70

Model parameters

fpre 0.0225 0.005

fls 0.82 0.779

λ (µm) 0.4 0.511

Shot parameters

Capsule

Radius (µm) 872.2 865

Thick. (µm) 15.0 15.0

Laser

Energy (kJ) 25.8 26.2

Gas Fill 9atm H2/T2 10atm T2

CD layer

Thick. (µm) 0.3 1.0

Depth (µm) 0 1.0

The basic nuclear observables from these two shots are
shown in Table I: the yields (Y ) of DT, TT, and HT; the
DT burn-averaged ion temperature (Ti), the bang time
(BT ), and the burn width (BW ). A χ2 minimization
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FIG. 2: Nuclear data versus CD recession: DT neutron
yield (a), and DT/TT yield ratio (b). Model curves are
shown by the green curves. The blue horizontal dashed
and dotted lines represent values from 2% D in the gas
or contamination D (0.05%). Red circles are individual

shots simulated with the diffusion-only model.

routine is run to infer the three free parameters in our
model: the preheat fraction (fpre), the laser absorption
fraction (fls), and the turbulence scale length (λ). The
inferred parameters and the calculated observables for
the two reference shots are also shown in Table I. None
of the model parameters affect the ZPKZ ion diffusion
model.

The nuclear data from this experiment are shown in
Fig. 2: the DT neutron yield (a), and the ratio of the DT
to TT yield (b) versus the CD layer recession depth. The
data are the blue points, recession depths of 0, 0.33, and
0.66 µm were used with two shots at each point. The DT
yield (both raw and normalized to TT) is highest when
the CD layer is at the interface, and drops ∼ 2 orders
of magnitude for the 0.33 and 0.66 µm recession depths.



4

In Fig. 2b the horizontal blue dotted line represents the
measured DT/TT yield ratio in a CH shell implosion with
contaminant D only, and the horizontal blue dashed line
is the yield ratio when 2% D is introduced into the gas
fill of a CH shell implosion. The mix in the zero recession
depth case corresponds to an equivalent of ∼ 4% D pre-
mixed, which would require that ∼ 27% of the 150nm-
thick deuterated layer mix into the gas.

The nuclear predictions using the pre-shot model pa-
rameters, described above, are shown in Fig. 2 by the
green dashed (Diff.+Turb. #1) and green dotted curves
(Diff.+Turb. #2), respectively. Neither model ade-
quately explains the new data, with a significant under-
prediction of the experiment at 0 recession depth, and
significant over-prediction as the recession increases. Be-
cause the turbulence scale length in these models is of
order 1 µm, turbulence transports material from deep in
the shell into the fuel, and has a fundamental relationship
between the mix depth into the shell and its penetration
into the core, similar to the bubble/spike height ratio in
RT instability growth.

The data clearly indicate that the mixed deuterium
comes from a thin layer immediately adjacent to the in-
terface, with no mix observable above background levels
for 0.33 µm recession. This trend can be explained if the
mix is purely due to diffusive transport - a model with
zero turbulence scale length (fpre = 0.008, fls = 0.725,
and λ = 0) is shown by the green solid curve in Fig. 2
and explains the data. Simply decreasing the turbulence
scale length cannot reproduce both the 0 and 0.33 µm
recession data. A detailed statistical discussion demon-
strating the necessity of a zero turbulence scale length is
given in the Supplemental Material[46]. The diffusion-
only model is also used to perform specific post-shot cal-
culations of each shot, including actual target and laser
conditions, which are shown by the red circles.

The primary experimental set used in this work had
0.15 µm thick CD layers recessed in steps of 0.3 µm,
so the first shots had deuterated plastic from 0 → 0.15
µm, the second from 0.3 → 0.45 µm, and so on. This
data leaves a gap from 0.15→ 0.3 µm, which could have
material contributing to the total mix mass. This layer
of material can be studied using the older shot, 80348,
which had a 0.3µm thick layer of CD at the interface,
thus spanning 0 → 0.3 µm of depth. When combined
with the primary data set, this covers the entire range of
the first ∼ half micron.

A detailed comparison of shots with 0.15 and 0.3 µm
thick layers at the interface is shown in Table II, including
the shot setup parameters: the shell thickness and outer
diameter, the CD layer thickness, the total laser energy,
and the drive energy per unit mass of the capsule. The
measured and modeled DT (mix) yields are also shown.

Due to experimental variability, 85184 had a slightly
thinner and smaller shell driven by more laser energy.
These variations all go in the direction of a more strongly

TABLE II: Data and model results from shots with 0.15
and 0.3 µm thick CD layers.

80348 85184

Thickness (µm) 15.0 14.3

O.D. (µm) 872 868

CD (µm) 0.3 0.15

Laser (kJ) 25.834 26.724

E/mass (J/µg) 729.3 797.2

Data Model Data Model

YDT (×1012) 1.22± 0.06 1.49 1.88± 0.09 1.97

driven capsule, with ∼ 9% more energy per unit mass.
Even though 85184 had a thinner CD layer, this increase
in specific drive is enough to increase the overall mix yield
by about 50%. This change is captured by the diffusion-
only model. In the post-shot simulation of 80348, ap-
proximately 93% of the mixed deuterium comes from the
inner 0.15 µm layer, and ∼ 7% comes from material be-
tween 0.15 and 0.3 µm in depth. This result clearly sug-
gests that the material between 0.15 and 0.3 µm depth is
not a significant contributor to the overall mix, and cor-
roborates the conclusion from the 0.15 µm thick layers
that the dominant mix mechanism is diffusion.

The differences in transport of shell material into the
hot spot between the turbulence and diffusion-only mod-
els are shown in Fig. 3. The diffusion-plus-turbulence
#1 and diffusion-only models are the top and bottom
rows, respectively, for simulations where the CD layer is
at the interface (left column) or recessed by 0.3 µm (right
column). The plots shows the normalized ion number
fraction versus normalized radius for hydrogen (black),
tritium (green), carbon (red), deuterium (blue), and oxy-
gen (magenta). The radius is normalized to the radius
of peak shell density at the time of the plot, near bang
time, in a simulation using the diffusion-only model, with
the same value of the reference radius used for all plots.
The combination of turbulence and diffusion creates a
large mix layer where both C and D from the shell are
effectively mixed with the fuel, and there is very little
difference with the 0.3 µm recession, leading to a small
difference in predicted yield (see Fig. 2). The effect of
diffusion is suppressed with the turbulence model because
the gradients, including in the ion-species concentration,
are significantly reduced. Further, the diffusion coeffi-
cient is affected by the altered plasma conditions, and
the long-scale-length turbulence can continuously over-
take and suppress any diffusive layer that forms between
the mixed layer and the clean fuel. The lower left panel
clearly shows the diffusive separation of D from C, an
effect which allows significant mix yield from the prod-
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FIG. 3: Ion species number fraction (for H, C, T, D, O) versus normalized radius for the turbulence + diffusion #1
model (top row) and diffusion-only model (bottom row) for CD recession depths of 0 µm (left) and 0.3 µm (right).

The cyan dashed curve shows the DT reaction rate (nDnT 〈σv〉r2) versus radius.

uct nD × nT being large in a region without C, an effect
which cannot happen by turbulent mixing. For the 0.3
µm recessed layer the mix layer is smaller than the re-
cession depth, leading to essentially zero mix yield since
nD × nT is small or zero at all radii.

The diffusion process is particularly effective at liberat-
ing D from the plastic shell and transporting it well into
the hotter, less dense fuel since the ion mean-free path
is significantly longer in the fuel than in the shell. From
Kagan and Tang (Ref. 38), the diffusivity in a binary
mixture can be written as

D = 747
T

5/2
i

Flhρ ln Λ

√
1

Ah
+

1

Al

Ā

Z2
l Z

2
h

cm2/s, (3)

where Al and Ah are ion masses in AMU, and Zl and
Zh are the ion charges, of the light (l) and heavy (h)
species. Ā is the number-weighted mean ion mass, Ti (in
keV) is the ion temperature, and ρ (in g/cm3) is the mass
density. Flh is a dynamic friction coefficient, calculated
kinetically, with a value generally between 1/3 and 1. For

the diffusivity of deuterium,

D = DT
5/2
i

Flhρ

6

ln Λ
µm2/ns, (4)

where D depends on the background plasma: for CD we
assume that the carbon dominates the deuterium’s dif-
fusivity, so the above equation (with Ah = 12, Al = 2,
Zh = 6, Zl = 1, and Ā = 7) gives D = 1.85. For a 50/50
HT mixture, where the HT is approximated as a single
average ion species with Ah = Al = 2 (and Zh = Zl = 1,
Ā = 2), D = 24.9. As examples, assuming Flh = 1 and
ln Λ = 6, we find DCD = 5.1 µm2/ns at 1.5 keV and 1
g/cm3 (approximate shell conditions), while DHT = 1590
µm2/ns at 4.0 keV and 0.5 g/cm3 (fuel conditions near
the interface). The diffusivity is substantially higher in

the fuel since it is ∝ T
5/2
i /ρZ2

h. The deuterium diffu-

sion distance is
√
Dτ in time τ , so in 100 ps it would

diffuse 0.7 µm in CD (shell), but would diffuse 13 µm
in HT (fuel). This example illustrates why deuterium
can diffusively emerge from a very thin surface layer of
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plastic and then quickly spread into the fuel. Fig. 3
also shows the DT (mix) reaction rate versus radius as
the product of the volumetric reactivity (nDnT 〈σv〉) and
radius squared. In the turbulence+diffusion model ap-
proximately half of the mix yield comes from deuterium
that penetrates deep into the fuel, and about half from
the large mix layer (normalized radius ∼ 0.7−1.2). Since
the diffusion mechanism efficiently injects deuterium into
otherwise clean HT fuel (normalized radius <∼ 0.7), the
mix (DT) yield in the diffusion simulation is dominated
by the tail at relatively smaller radius, which is dramat-
ically suppressed for recessed layers.

These data provide a new and strong constraint on im-
plosion fuel-shell mix modeling. By using thin layers in
a separated-reactant experiment, we find evidence that
the dominant mix mechanism for moderate temperature
(∼ 6 keV) and convergence (∼ 12) direct-drive implo-
sions on OMEGA is due to ion diffusion across the fuel-
shell interface. Unlike low-convergence implosions where
the burn is shock dominated [25], hydrodynamic insta-
bility at the fuel-shell interface was expected to be signif-
icant in these implosions as they undergo a deceleration
phase where the dense shell stagnates on the hot spot;
during this phase the fuel-shell interface is highly unsta-
ble to Rayleigh-Taylor instability. The instability growth
and development into a turbulent mix layer may be sup-
pressed by plasma viscosity or magnetic fields [47–49],
while diffusion would be insensitive to these effects. Such
mechanisms could be explored in 2- or 3-D simulations
with real plasma viscosity and magnetohydrodynamics.
In light of these new results, it would be worthwhile to
revisit recent experiments that were modeled using the
turbulent mix model, for example Ref. 41.

Since mix is a critical degradation mechanism for in-
ertial fusion, understanding the sources of mix is key for
the pursuit of ignition. If diffusion dominates certain
separated-reactant experiments, those results may not be
directly applicable to ignition capsules with a dense fuel
layer surrounding the hot spot. Diffusion, if found to
be important in ignition experiments, may be substan-
tially mitigated by increasing the system size or changing
plasma conditions at the interface.
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