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Channeling experiments were performed at the OMEGA EP facility using relativistic intensity (>
1018 W/cm2) kilojoule laser pulses through large density scale length (∼ 390−570 µm) laser-produced plasmas,
demonstrating the e�ects of the pulse’s focal location and intensity as well as the plasma’s temperature on
the resulting channel formation. �e results show deeper channeling when focused into hot plasmas and at
lower densities as expected. However, contrary to previous large scale particle-in-cell studies, the results also
indicate deeper penetration by short (10 ps), intense pulses compared to their longer duration equivalents.
�is new observation has many implications for future laser-plasma research in the relativistic regime.

�e propagation of a laser beam through an un-
derdense plasma is of fundamental interest in plasma
physics research. Above a power threshold of Pcr ≈
17(nc/ne ) GW, where nc is the critical density and ne
the electron density, the laser beam will self-focus due
to relativistic mass increases, e�ectively creating a self-
induced waveguide from which it is able to evacuate
the electrons [1–4]. �is in turn causes the ions to be
expelled due to charge separation, resulting in the for-
mation of a persistent low-density channel [5–7]. �is
channeling process is useful in a wide variety of appli-
cations in current-day physics research including ion
beam generation via radiation pressure acceleration [8–
14], electron injection in plasma wake�eld accelerators
[15–18], betatron emissions [19, 20], and fast ignition
inertial con�nement fusion [21–24].

All of these applications require control of the chan-
neling beam’s propagation. However, several instabil-
ities occur during the pulse’s travel-time which may
erode the quality of the resulting channel. Perhaps most
notable are the �lamentation [25–29] and hosing insta-
bilities [30–32] which together cause the pulse to bifur-
cate and alter its propagation direction. By doing so,
the electromagnetic energy in any given beamlet is re-
duced and the resulting fast particles or photons in these
schemes will be misdirected. It is therefore imperative
to determine the ideal framework for controlling and
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thereby maximizing the quality of the resulting chan-
nel.

To address these issues, a channeling experiment was
performed at the OMEGA EP facility focused on estab-
lishing the optimum parameters for channeling in large
scale length plasmas. Several factors had to be taken
into account in choosing which parameters to explore.
For instance, if a fast ignition experiment were to have a
long coast phase, that is, a long time between the end of
the drive pulses and stagnation, the plasma would cool
signi�cantly. However, this cooling would cause ther-
mal �lamentation to increase due to an increase in colli-
sionality within the plasma [26]. Further, waiting gives
the plasma more time to expand, creating a larger den-
sity scale length which could a�ect propagation. �us
the relative timing of the drive beam and the channeling
beam was chosen to be the �rst parameter to be scanned.

Further, the whole-beam self-focusing (super-
penetration) approach to channeling presents a method
of achieving deeper channeling through relativistic
transparency while minimizing �lamentation [33, 34].
To do so, the laser pulse must be focused at low densities
in order to allow relativistic self-focusing to reduce the
spot size before the pulse reaches the quarter-critical
density isosurface [35]. While the original papers on
this process did contain experimental results and show
great promise, those experiments were performed
with a much smaller scale length than is obtainable
at the OMEGA EP facility. �us, in order to test the
feasibility of the scheme on large scale length plasmas,
this experiment’s second varied parameter was the



FIG. 1: Schematic of experimental setup. A 3ω drive
beam ablates the surface of a plastic target, generating
a plasma plume. Upon completion of the driving phase,
a 1ω channeling pulse begins propagation through the
plasma normal to the target’s surface. A 4ω probe pulse
is used to observe the resulting channel formations.

focal position of pulses.
Finally, while higher intensity pulses theoretically

would be able to penetrate deeper into a plasma due to
relativistically induced transparency [36], previous nu-
merical work has illustrated that this is not an energy
e�cient process as excessive levels of kinetic energy are
transferred to the electron species [37]. �us the inten-
sity of pulses with similar total energies needed to be
explored and became the third and �nal parameter to be
varied in this experiment.

I. EXPERIMENTAL DESIGN

�e experiment design was as follows and is illus-
trated in Figure 1. An ultraviolet (UV) square pulse drive
beam of 1.8 kJ energy and 2 ns duration with wavelength
λUV = 351 nm irradiated a copper-backed polystyrene
target. �e CH layer was 125 µm thick with 10 µm Cu
backing for use as a diagnostic for hot electron genera-
tion via Cu Kα imaging. Upon completion of the drive
pulse, a channeling beam was targeted at the resulting
plasma plume along its density gradient using an f/2
o�-axis parabola. �is infrared (IR), λIR = 1.054 µm,
pulse had a Gaussian longitudinal pro�le and alternated
energy and duration between approximately 940 J over
100 ps and 840 J over 10 ps. �e vacuum focal spots for
these shots were inferred and on average contained 80%
of the laser energy in an 18 µm radius for the 100 ps shots
and a 15 µm radius for the 10 ps shots. �ese equate to
averaged intensities and corresponding dimensionless
vector potentials of approximately 9.0 × 1017 W cm−2

(a0 ≈ 0.85) and 1.2 × 1019 W cm−2 (a0 ≈ 3.1) respec-
tively. �us the 100 ps pulse will be referred to as
the low-intensity beam and the 10 ps pulse the high-
intensity beam. Finally, the resulting channels were
diagnosed primarily through the use of a 10 ps, 10 mJ,
4ω probe beam (λprobe = 263 nm) passing transversely
through the channeling beam’s propagation axis. �e
polarisation of the beams was determined by their com-
pressors. As a result, the 10 ps beams were s-polarised
and the 100 ps beams were p-polarised relative to the
transverse probe.

Fixing time t0 = 0 ps, the shot timings were as fol-
lows: �e UV drive pulse began interacting with the
target at either time thot = −2.0 ns, herein known as the
‘hot’ shots, or at time tcold = −3.5 ns, the ‘cold’ shots.
�e low-intensity pulse was injected into the plasma so
that its peak was delivered at tlow = 0 ps while the high-
intensity pulse’s peak was injected at time thigh = 40 ps.
�is was done so that both pulses would complete their
propagation at approximately the same time. �e probe
peak timing was set to tprobe = 60 ps in order to align
with the end of each channeling pulse’s propagation.

Simulations were performed using the radiation-
hydrodynamics code, FLASH, to give the predicted den-
sity and temperature pro�les used to identify the focal
positions of the IR pulse. �e results of these simulations
are shown for both the hot and cold scenarios in Figure 2
where Z = 0 is �xed at the original target surface. As
can be seen, the temperature pro�le shows signi�cant
cooling of the plasma between the hot and cold plasmas,
with the hot plasmas around 650 eV in the low-density
regions, peaking at 1.3 keV near the ablation front while
the cold plasmas remain a near constant 185 eV through-
out the interaction region. At the same time, the density
pro�le’s scale length increases from 375±8 µm in the hot
simulation to 612 ± 6 µm in the cold simulation. Based
on this, the focal position of the hot beam was varied
between Z = 1500 µm, 900 µm, and 300 µm, correspond-
ing to predicted density values at focus of approximately
0.08 nc , 0.25 nc , and 1.5 nc where nc = 1.0 × 1021 cm−3

refers to the critical density for the IR pulse. In the cold
plasma, the pulses were focused at about Z = 1700 µm,
corresponding to a density of 0.08 nc .

As stated above, the primary diagnostic used to ob-
serve the interaction of the channeling pulse with the
plasma was the 4ω probe beam which passed trans-
versely through the channel and was collected by sev-
eral diagnostics including Faraday rotation polarimetry,
shadowgraphy, and angular �lter refractometry (AFR).
�ese were then used to reconstruct the density pro�le
of the plasma as well as observe both the channel depth
and the �lamentation of the channeling pulse. A von
Hamos spectrometer was in place as a secondary diag-
nostic to measure the fast electron generation.
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(a) Simulated density pro�les

(b) Simulated temperature pro�les

FIG. 2: FLASH simulations for the channeling
parameters experiment. As can be seen from these
simulations, the expected density pro�le is expected to
expand to a larger scale length 1.5 ns a�er the end of
the drive pulse (‘Cold’ simulations) compared to 0 ns
delay (‘Hot’ simulations). �e electron temperature
dramatically cools during this period as well.

II. DENSITY RECONSTRUCTION

In order to con�rm the accuracy of the FLASH simula-
tions used in designing the experiment, the density pro-
�les were measured using the AFR diagnostic [38]. �is
method of measuring plasma density pro�les is able to
produce consistent quantitative measurements in near-
critical plasmas by applying contour lines for �xed re-
fraction angles to a probe beam. �ese lines then allow
the user to spatially determine the phase of the probe,
and by doing so, determine the overall density pro�le.
�e total error in this reconstruction is approximately
±15%. However, this error increases at low densities due
to the insensitivity of the diagnostic to global density
shi�s. �is results in an absolute error greater than the
lowest density measured.

FIG. 3: AFR density reconstruction for the channeling
parameters experiment. Shown is a sample
reconstructed density pro�le from a hot plasma in
comparison to the corresponding FLASH simulations.
While the scale lengths were comparable, the FLASH
simulations were approximately half to a third of the
AFR reconstruction for much of the interaction region.

Each reconstructed pro�le was well-��ed with a sin-
gle exponential function with the coe�cient of deter-
mination for these �ts given as R2 ≥ 0.994. �e average
pro�le had a 392± 6 µm scale length for the hot plasmas
and 570±20 µm for the cold plasmas. An example �t in a
hot plasma is plo�ed against the corresponding FLASH
density pro�le in Figure 3. As can be seen, the recon-
struction deviates slightly from the simulations, result-
ing in the pulses being focused instead at approximately
0.12 ± 0.03 nc , 0.53 ± 0.08 nc , and 2.5 ± 0.4 nc in the hot
plasma and at 0.11 ± 0.03 nc in the cold plasma. While
these do di�er from the originally intended density val-
ues, the low-density focal position is still signi�cantly
below the quarter-critical surface, while the mid- and
high-density points are still focused at underdense and
overdense points in the plasma. �us they are still suf-
�cient for the purposes of this experiment.

III. CHANNEL DEPTHS

�e penetration depth for each pulse was determined
by calculating the distance between the original tar-
get surface and the nearest point of bulk perturbation
shown in the AFR images. �e target’s initial location
was established from reference shots. Note that the
AFR’s data was used instead of the shadowgraphy re-
sults because several of the high-intensity shots pro-
duced a large enough electromagnetic pulse to disable
the shadowgraphy camera. However, as will be seen
shortly, the features in each diagnostic extend to the
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FIG. 4: Channel penetration. �e �nal distances from
the original target surface (OTS) are plo�ed against the
vacuum focal position for the 100 ps and 10 ps in both
the hot and cold plasmas. Deeper penetration would
therefore have a lower value. �ese measurements
were made using the 4ω probe.

same depth, and so the AFR was deemed an appropri-
ate tool to determine these depths.

�e depth calculation does not include the �lament-
like structures seen in front of the channels which will
be discussed in more detail in Section VII. Figure 4 illus-
trates the results of this calculation for various applica-
ble shots. �e resolution of the AFR diagnostic was ap-
proximately 1.9 µm. However, uncertainty in the origi-
nal target location and the clarity of the features being
analysed introduced additional error. Note that there
is no data for the lowest focal density 10 ps shot in a
hot plasma as the probe pulse was delivered 5 ps before
the channeling pulse due to ji�er in the timings, thereby
missing the full channel development. Several interest-
ing trends can be taken from this data.

IV. TIMING DEPENDENCE

Due to the limited number of shots in this exper-
iment, there were only two cold plasma shots - one
high-intensity, one low-intensity, both focused 1.7 mm
away from the original target surface at a density of
0.11 ± 0.03 nc . �e comparable hot plasma shots were
focused at Z = 1.5 mm with a corresponding density of
0.12 ± 0.03 nc . �e AFR and shadowgraphy results are
displayed in Figure 5.

Both shadowgraphs and AFR images were cropped
and displayed here to illustrate the fact that both diag-
nostics show the same channel depth, thereby justifying
the Section III’s measurements. Horizontal red lines are
superimposed onto these images at the depths measured

in Figure 4.
Filamentation qualitatively appears to be worse in

Figure 5(a) than Figure 5(d), which could initially sug-
gest increased �lamentation in a hot plasma counter
to what was previously argued. However, using the
AFR density reconstruction, the cold plasma shot only
reached 0.30 ± 0.05 nc , just past the quarter-critical
isosurface where �lamentation has the greatest growth
rate [34]. �us, it is to be expected that less �lamenta-
tion would be present in this case, and these results do
not speak to the relationship between plasma tempera-
ture and �lamentation.

While it is di�cult to measure �lamentation from
these images, channel depth may readily be obtained. As
can be seen, the channels clearly reached a greater depth
when no delay was present between the drive and chan-
neling beams. Even in the case of Figure 5(f) where only
approximately half of the channel development is cap-
tured, the hot plasma shot had already passed the depth
achieved in a cold plasma as shown in Figures 5(g)-(h).

�is increased depth in the hot plasmas more likely
has to do with the density pro�le rather than the tem-
perature of the plasma. For the bulk of the interaction
region, the density will be greater in the cold plasmas
as the high pressure near the ablation front will have
caused the high density region to expand outwards. �e
FLASH simulations predict that this will be true for
Z & 1 mm as can be seen in Figure 2(a), though the
AFR �ts suggest that this may be closer to Z & 0.11 mm
which would then cover the entire interaction region. In
a signi�cantly underdense plasma, the channel depth is
determined by the number of particles with which the
beam has interacted [32]. Because the density is greater
in the cold plasma, it is appropriate that the channel
would not have penetrated as deeply.

V. FOCAL POSITION DEPENDENCE

�e strong downward slope in Figure 4 illustrates that
the pulses were clearly able to penetrate deeper into the
plasma when they were focused further from the tar-
get surface. �is lends support to the whole-beam self-
focusing scheme referenced in the introduction. �e
pulses focused at a high density had a larger spot size
as they propagated through the plasma, and thus they
were more susceptible to �lamentation [34] while inter-
acting with more particles, leading to earlier pulse de-
pletion [32].

�is deterioration of the channel’s quality may be
seen clearly by looking at the shadowgraphs and AFR
results of the low-intensity channeling beam at vari-
ous focal positions in hot plasmas as shown in Fig-
ure 6(a)-(c). It is worth noting that even though relativis-
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FIG. 5: AFR and shadowgraphy images for the channel depth timing dependence. Shadowgraphs are shown in the
outer columns and AFR images are shown in the inner columns, each having been cropped to show the region of
interest. �e top row shows the results of the 100 ps beam in a hot plasma, (a) and (b), compared to a cold plasma,
(c) and (d). �e bo�om row does the same for the 10 ps beam with (f) showing the results of the hot plasma shot
and (g) and (h) showing the cold plasma shot. Note that (e) is empty due to EMP disabling the shadowgraphy
camera for this shot. �e horizontal red lines are superimposed at the measured channel depth as plo�ed in
Figure 4. No superimposed line is present in (f) as the probe arrived prior to the channeling beam, meaning that the
observed channel here is incomplete.

tic self-focusing is expected to have occurred, the chan-
nels themselves are quite wide. �is may be a�ributed in
part to �lamentation. �e shadowgraph of the low focal
density pulse in Figure 6(a) illustrates this well with the
�nger-like structures seen near the head of the channel.
Each of these �laments appears to be 10-25 µm in diame-
ter as a rough approximation, though an exact measure-
ment is impossible with the present diagnostics. Tomo-
graphical probing could be a viable method for gaining
a more complete picture of the channel’s structure. It is
worth noting that these �laments appear more strongly
at the head of the channel than earlier in its formation.
�is is due to the pulse continuing to erode the walls be-
tween the pulses as seen previously in PIC simulations
[37] and experiments [39].

�ese �laments would be seemingly at odds with
the predictions of the whole-beam self-focusing scheme.
However, there are a number of explanations for why
the pulse continued to �lament. First, the pulse was
not focused at a low enough density. According to the
scheme, the pulse would have to be focused to a point
which would allow self-focusing to shrink the spot size
to approximately the plasma wavelength by the time it
reached the quarter-critical isosurface. If there was in-

su�cient self-focusing, this would not be obtained. Ad-
ditionally, whole-beam self-focusing assumes an ideal
laser pulse with a smooth transverse pro�le while re-
alistic pulses are o�en speckled. �is means that real-
istic pulses have severe intensity modulations and are
not perfectly shaped into the desired pro�le transversely
due to deformations of the phase front. Figure 7 shows
an example spot pro�le of the channeling beam used in
this experiment when focused in vacuum – in this case,
the 100 ps beam to be focused at Z = 1.5 mm in the hot
plasma. As can be seen, strong speckling is present with
several peaks separated by a few microns.

Speckling a�ects the pulse’s ability to focus in vac-
uum, altering the Rayleigh length away from the theo-
retical value of πw2

0/λ which assumes a perfect Gaus-
sian beam. An imperfect pulse focused o� of an f/2
parabola to an 18 µm spot size at the OMEGA EP facility
has previously been experimentally measured to have a
Rayleigh length of approximately 90 ± 30 µm before fo-
cus and 110±20 µm a�er focus [40]. �is is several mul-
tiples less than the variation in the focal positions, indi-
cating that these variations were more than su�cient to
cause signi�cantly di�erent beam pro�les at any point
within the plasma. Additionally, these intensity modu-
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FIG. 6: AFR and shadowgraphy images for the channel depth focal position dependence. Shadowgraphs for the
100 ps pulse in hot plasmas are shown for focal positions (a) 1.5 mm, (b) 0.9 mm, ad (c) 0.3 mm. Due to issues with
the shadowgraphy camera on the high-power shots, AFR images are shown instead for the 10 ps pulse at focal
positions (d) 1.5 mm, (e) 0.9 mm, and (f) 0.3 mm. Superimposed horizontal red lines indicate the measured channel
depth. Note that (a) and (d) are reproduced from Figures 5(a) and 5(f) respectively for ease of viewing.

FIG. 7: Channeling beam pro�le. Strong speckling of
the channeling beam at focus may be observed. �e
right image shows the nominal �uence on a log-scale
with 80% of the energy contained within an 18.4 µm
radius as indicated by the black do�ed line.

lations will alter the pulse’s interaction with the plasma,
especially by causing ponderomotive �lamentation.

In order to test this e�ect, PIC simulations were
run using OSIRIS, a two-dimensional, fully relativis-
tic, massively parallel particle-in-cell code [41], on the
ARCHER UK National Supercomputing Services [42].
A p-polarised 10 ps pulse (0.5 ps rise and fall times and
9.5 ps �at time) was focused 392 µm into an inhomo-
geneous deuterium plasma with a 392 µm scale length
in a 784 µm × 150 µm window. �is pulse’s pro�le was

either a perfect Gaussian pulse with 80% of its energy
contained within a 15 µm radius and a0 = 3.1, herein
known as the ‘perfect beam’, or a combination of �ve
Gaussian beams ��ed to a previously obtained OMEGA
pulse pro�le of comparable total energy, the ‘imperfect’
beam. �e �t of this imperfect beam is shown in Fig-
ure 8. �is pro�le was chosen rather than one present
in this experiment as it lent itself well to a single line
out. Note that the data shown here is �uence which is
proportional to a2

0. �e intensity of this pulse was scaled
so that it possessed the same total energy as the perfect
beam. �e plasma was made up of three �uids: elec-
trons, fully ionized carbon ions, and hydrogen ions. �e
density at the centre of the window was 0.11 nc , and the
grid size was 15, 680 × 3000 for a 50 nm resolution.

To ensure that the beam had been correctly simulated,
the plasma was �rst omi�ed from the simulation to test
the pulse pro�le in vacuum. Unfortunately, as shown in
Figure 9, the ��ed beam was not successfully recreated.
�is could have to do with the relative phase of indi-
vidual speckles. As can be seen, the pulse only had two
peaks at focus which were much broader than originally
intended. Still, the pulse is not perfect and can give some
indication of the e�ects of speckling, though this simu-
lation will instead represent the minimal e�ects rather
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FIG. 8: Simulated channeling beam pro�le. �e le�
image shows the nominal �uence of the focal spot at
the target plane. A horizontal lineout was taken at
Y = 0 µm and ��ed with �ve Gaussian functions. �e
results of this lineout and �t are shown in the bo�om
plot.

FIG. 9: Simulated intensity pro�le of imperfect beam
in vacuum. (a) �e spatially resolved electromagnetic
energy of the vacuum simulation is shown a�er 2.5 ps
in (a). A lineout at Z = 392 µm was taken and is plo�ed
in (b). As can be seen, the simulation did not
successfully capture the ��ed spot shown in Figure 8,
but instead generated two broad peaks at focus.

than the realistic intended results of speckling.
�e results of the full simulations are shown in Fig-

ure 10. As expected, the imperfect beam simulation did
experience more �lamentation early in its propagation
than the perfect beam, diverging into two primary �la-

ments in line with the intensity distribution. However,
a�er 3 ps, much of the ponderomotively-formed density
perturbation had been eroded and the pulse was able to
continue propagation mostly as a single beam. �is was
consistent with simulations which were performed in
preparation for the experiment which utilized a much
more sharply speckled beam. Meanwhile, the perfect
beam simulation still did experience low levels �lamen-
tation a�er undergoing self-focusing. �is occurred
through the intensity modulations induced by decon-
structive interference during the self-focusing process.
At later times, both simulations’ �laments reconnected
to form a single channel. However, while the perfect
beam did manage to self-focus to a tighter spot, the im-
perfect beam remained relatively wide.

�e original �lamentation along the lines of the elec-
tromagnetic energy distribution suggests that a suc-
cessful run which properly simulates the speckling in
Figure 8 would experience more extreme �lamentation
and therefore supports the hypothesised e�ects of beam
speckling on pulse propagation. �erefore, �lamenta-
tion in the experimental results can be a�ributed at
least in part to beam speckle. While whole-beam self-
focusing was not achieved in this experiment, the re-
sults show evidence supporting the scheme for the �rst
time in large scale length plasmas by obtaining one of its
major purposes – deeper penetration without increased
energy requirements.

VI. INTENSITY DEPENDENCE

Perhaps the most interesting result of this experiment
comes from the performance of the high-power versus
low-power pulses. Previous work has shown that the
low-power pulses should require less energy to reach
the critical surface than high-power pulses [37]. �is
result was derived from 2D3V PIC simulations featur-
ing Gaussian pulses propagating through an exponen-
tially increasing plasma with a scale length of 430 µm
and various relativistic intensities. Assuming a 1 µm
wavelength, pulses with an intensity of 1018 W cm−2

were expected to reach approximately 0.6 nc a�er 100 ps
while 1019 W cm−2 pulses were predicted to reach ap-
proximately 0.4 nc a�er 10 ps. �is corresponds to an
additional 170 µm channel depth for the low-intensity
pulses. �ese parameters are all very similar to those
found in this experiment.

An earlier experiment was conducted to con�rm
these PIC results [43]. �e results showed the low-
intensity pulses consistently reaching the critical sur-
face while the high-intensity pulses failed to do so, and
the channel velocity measurements roughly agreed with
Li et al.’s predictions. However, that experiment had
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FIG. 10: Simulated channel pro�les for a perfect and a speckled beam. Shown are the electron density pro�les a�er
(a)(c) 2.5 ps and (b)(d) 5.0 ps for (a)(b) the perfect beam and (b)(d) the imperfect beam.

approximately double the energy in the low-intensity
pulses compared to the high-intensity pulses. �us it
is not at all surprising that they would reach a greater
overall depth.

Here, where the energy is only 12% greater in the low-
power case, a di�erent trend emerges. In the hot plas-
mas, high-power shots actually outperformed the low-
power shots both in terms of channel depth and quality.
As can be seen in Figure 11, the channel itself appears to
be narrower and more collimated compared to the low-
power case in hot plasmas. �is can largely be a�ributed
to the duration of the pulses. A channel’s transverse
density pro�le may be approximated by solving [5]:(

∂2

∂t2 − c
2
s∇2
⊥

)
ni1
ni0
≈

Zme

mi
c2∇2

⊥

(
1 + a2

2

)1/2
(1)

where cs = (ZkBTe/mi )
1/2 is the sound speed, ni0 is the

initial density pro�le, ni1 is the perturbation to that ini-
tial pro�le, and the other variables have their traditional
assignments. �is equation may be integrated assuming
3D cylindrical symmetry and using the two sets of pa-
rameters observed in this experiment. Speci�cally, this
means the �rst integration was through 100 ps using a
Gaussian pro�le for a with a peak value of a0 = 0.85
and 80% of the three-dimensional energy contained in a
radius of r = 18 µm. �e second was through 10 ps with

a0 = 3.1 and r = 15 µm. Both calculations used Gaus-
sian longitudinal pro�les as well. �e results are shown
in Figure 12. As can be seen here, the channel walls of
the 100 ps pulse are much greater than those of the 10 ps
pulse and the channel itself is much wider. �is matches
what is seen in the shadowgraphs as the 100 ps channels
are much wider with more distinct walls, corresponding
to a greater density gradient.

More importantly and contrary to the above refer-
enced numerical investigations, in both the hot and cold
shots, the high-intensity pulse actually achieved deeper
penetration than its low-intensity counterpart despite
having less total energy. While more work is required
to explain this discrepancy with certainty, evidence sug-
gests that it arises from three-dimensional e�ects. A
follow-up study for the original PIC simulations was
performed which featured a single 3D3V PIC simulation
[44]. In it, Li et al. found that the channel penetrated
through the plasma at a much greater velocity and with
far fewer chaotic features. �e explanation for this is
given both by the ease of channel formation in 3D and
the focusing of the laser pulse. Each of these points will
be analysed here.

As discussed by Li et al. [44], Equation 1 may be inte-
grated using the exact same parameters in both 2D and
3D yet yield lower densities, and thus faster channel for-
mation, in 3D compared to 2D. Mathematically, this is
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FIG. 11: Shadowgraphy images for the channel depth
intensity dependence. Shadowgraphs are shown for the
three relevant intensity comparisons. �e le� column
shows the channels formed by the 100 ps pulse while
the right column corresponds to the 10 ps pulse. (a)-(b)
are in a hot plasma with focal positions at Z = 0.9 mm,
(c)-(d) are in a hot plasma with focal positions at
Z = 0.3 mm, and (e)-(f) are in a hot plasma with focal
positions at Z = 1.5 mm. Superimposed horizontal red
lines indicate the measured channel depth. Note that
several of these images are reproduced from Figures 5
and 6 for ease of comparison.

because of the form ∇2
⊥ takes in each dimension, with

∇2
2D = ∂

2
r and ∇2

3D = r−1∂r (r∂r ) where cylindrical sym-
metry has been assumed [44]. Figure 13 shows the result
of integrating Equation 1 at various intensities until the
3D channel is fully evacuated on-axis. �is corresponds
to times t1 = 3.758 ps, t3 = 1.732 ps, and t10 = 0.907 ps

FIG. 12: Integration of channeling pro�le equation for
experiment’s pulses. Equation 1 was integrated using
the pulse parameters found in this experiment through
the end of the pulses’ durations.

FIG. 13: Integration of channeling pro�le equation at
various intensities. Equation 1 was integrated until the
3D density pro�le was fully evacuated at various
intensities. Red (thick) lines indicate the integration
was performed in 2D while blue (thin) lines indicate
3D. Do�ed lines correspond to a0 = 1 at t = 3.758 ps,
dashed lines to a0 = 3 at t = 1.732 ps, and solid lines to
a0 = 10 at t = 0.907 ps.

for a0 = 1, a0 = 3, and a0 = 10 respectively. While the
channel pro�le does vary, the density on-axis was the
same in 2D at the presented times regardless of inten-
sity. �us, while dimensionality does a�ect the channel-
ing speed of pulses, it does so independently of intensity
and therefore would not a�ect the relative performance
of the pulses in this experiment.

One important phenomenon missing from Equation 1
and the subsequent analysis is self-focusing. As a pulse
continues to propagate through the plasma, it will pon-
deromotively and relativistically self-focus. Assuming
the laser energy largely stays within the channel, power
conservation requires a2w = a2

0w0 in 2D and a2w2 =
a2

0w
2
0 in 3D where w is the channel width and 0 sub-

scripts indicate vacuum values [44]. �us, the inten-
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FIG. 14: Channeling velocity dependence on intensity
and self-focusing ratio. Plo�ed is the ratio of
channeling velocity when a pulse experiences a
self-focusing ratio of R. As can be seen, this has li�le
e�ect at lower intensities, but increases until
plateauing at R1/2.

sity will increase by a factor of the self-focusing ratio,
R ≡ w0/w > 1, in 3D compared to 2D. According to
the physical models present in the literature, the hole-
boring depth is given by [32, 45]:

dhb = a0cτ

(
nc
2ne

Zme

mi

)1/2
(2)

while the channeling depth is given by [32, 46]:

dch =
a2

0
γ − 1

nc
2n̄e

cτ (3)

�us, comparing 3D to 2D, self-focusing will increase
the depth achieved in the hole-boring regime by a fac-
tor of R1/2 while the channeling depth will be increased
by R · f (R) where f (R) ≡ (γ (R) − 1)/(γ (R2) − 1) and
γ (ξ ) = (1 + ξ · a2

0/2)1/2 is the Lorentz factor for a linear
pulse. �e increase to the channeling depth therefore
approaches R1/2 as a0 increases, but it has a strong in-
tensity dependence for smaller values of a0.

Figure 14 plots R · f (R) as a function of a0 to illus-
trate this intensity dependence. As can be seen here,
the channeling depth experiences li�le e�ect from self-
focusing for low intensities. �is is in line with expec-
tations as the low-intensity approximation of the chan-
neling depth is independent of intensity. However, this
function begins to increase rapidly witha0 until plateau-
ing at R1/2. As a result, the high-intensity pulses in
this experiment would have experienced greater pen-
etration while still in the channeling regime than the

low-intensity pulses. �is could then alter the relative
channel depths seen within the experiment.

In order to properly verify these e�ects, several three
dimensional PIC simulations would be required to recre-
ate the original simulations performed by Li et al. [37].
Unfortunately, this is currently computationally infeasi-
ble. Instead, a series of 2D cylindrical simulations have
been designed to approximate the three-dimensional be-
havior of a pulse. OSIRIS currently only has limited sup-
port for such simulations, though this is expected to be
recti�ed in the future.

VII. LEADING FILAMENTS

As stated earlier, the minor �lament-like structures
in front of the channel were not included in the cal-
culation of the channel depths. Examples of these �la-
ments are shown in Figure 15. As this �gure illustrates,
these �laments took various forms but were nonethe-
less present in some manner in each shot. Figure 15(a)
shows faint, straight perturbations, while Figure 15(b)’s
front �laments are much more pronounced. Figure 15(c)
appears to be some form of a combination between the
two. All of these features are extremely narrow, between
3-5 µm wide, and o�en extend beyond the critical sur-
face, suggesting that they are formed by fast electrons
rather than the channeling pulse directly. More specif-
ically, the faint �laments are caused by the bunching
of fast electrons as they propagate through the plasma,
consistent in structure with previous experiments and
simulations [47–49]. �e more intensely focused �la-
ments are caused by electron beams which have been
pinched together by the strong magnetic �elds within
the channels – a phenomenon �rst observed by Pukhov
and Meyer-ter-Vehn in 1996 using PIC simulations [50].

While separately these structures are interesting for
the study of electron transport, they were not included
in the channel depth calculations for a variety of rea-
sons. �eir formation was not predictable within this
experiment, and thus they are not reliable quanti�ers
when determining the depth a channeling pulse may
achieve. Further, Section VI compares the channel
depths to those predicted by [37]. �at paper de�ned
the channel depth as the location where the averaged
density fell below 10% of the critical density. �is av-
eraging was reportedly done over the plasma within a
7.5 µm radius of the propagation axis. As such, these
structures would have been too narrow to have a�ected
the calculation in this previously published work, and
including them here would make for an inappropriate
comparison.
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FIG. 15: Examples of leading �laments. Cropped shadowgraphs are shown for (a) 10 ps pulse at half energy,
focused at Z = 1.5 mm, (b) 100 ps pulse focused at Z = 0.9 mm, and (c) 100 ps pulse focused at Z = 1.5 mm.
Superimposed horizontal cyan lines indicate the critical surface based upon the AFR reconstruction.

VIII. SECONDARY DIAGNOSTICS

�e secondary diagnostics showed strong agreement
with the trends discussed above. Fast electrons will be
generated through the channeling process, and these
will generally diverge at angles up to 55◦ [23, 51, 52].
�us, the deeper the channel, the more concentrated
these fast electrons will be as they reach the rear of the
copper-backed target. �is in turn will raise the number
of electrons collisionally ejected from lower shells in the
copper atoms, and the Kα signal seen in the von Hamos
spectrometer will increase. Further, the cross-section of
Kα �orescence varies slowly with electron energy [53–
55]. �erefore, while this diagnostic is not suitable for
comparing high-intensity to low-intensity shots, it does
adequately capture the relative fast electron �ux when
varying the focal position for each intensity.

Figure 16(a) shows an example image plate scan from
the von Hamos spectrometer. �e signal has two peaks
with the larger in amplitude corresponding to Cu Kα
and the lower to Cu Kβ . Each image was integrated ver-
tically to give a total spectrum and is plo�ed as a func-
tion of energy in Figure 16(b). �e total Cu Kα yield
was found by integrating the signal within 150 eV of the
8048 eV peak, indicated by dashed lines superimposed
on the �rst two images of this �gure. �is integration
was performed twice more with a radius 25% larger and
25% smaller about the Kα peak to provide error mea-
surements of this calculation. �e background was cal-
culated through linear interpolation between these end-
points. �e resulting yield is plo�ed as a function of fo-
cal density in Figure 16(c). Notice that this yield closely
follows the trends in channel depth shown in Figure 4.
�e shots which produced the deepest channels also had

the brightest Kα yields. �is is as expected and provides
support to the depth measurements as a function of fo-
cal position.

One additional diagnostic worth discussing in this ex-
periment is polarimetry using the 4ω probe. A�er the
probe beam passes through the interaction region, it is
split by a Wollaston prism, creating a P image and an
S image and captured by a CCD camera. �ese images
correspond to the two orthogonal polarizations de�ned
by the prism’s rotation angle. A script was wri�en to
identify the two images within the detector’s output us-
ing a k-means clustering algorithm. �ese images were
then aligned using Matlab’s built-in image registration
scripts, and the polarisation rotation angle was calcu-
lated [56]. �ere was di�culty with the polarimetry
beam’s transport, likely due to misalignment of the Wol-
laston prism and lens imprinting. As a result, the detec-
tors were not evenly illuminated even with no plasma
present, and the signals experienced bubble-like distor-
tions. �ese distortions may be seen in Figure 17(a). It
is also clear from this �gure that the P image, boxed in
dashed lines, was signi�cantly brighter than the S im-
age, boxed in solid lines. As a result, when calculating
the probe’s polarisation rotation angle, there was an o�-
set towards positive values as is evident in Figure 17(b).
In order to compensate for the illumination di�erences,
the signal images were normalized using data from the
shots without any plasma. �e results, shown in Fig-
ure 17(c) had poor signal-to-noise ratios, and thus the
magnetic �elds were not able to be quantitatively mea-
sured. Note that the large specks in Figures 17(b)-(c) are
due to dust on the detector.

Despite the implementation issues with this diagnos-
tic, one interesting trend is discernible. Each �lament of
a channel will create its own le�-hand azimuthal mag-
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FIG. 16: Von Hamos spectrometer output and Cu Kα yield. An example von Hamos spectrometer signal is shown
in (a) with white dashed lines indicating the Cu Kα region and do�ed lines indicating the Cu Kβ region. An
integrated lineout is shown in (b) along with the background pro�le. �e Kα region was then integrated within a
0.15 keV range of its peak to calculate the total Cu Kα yield plo�ed in (c) for each hot plasma shot.

netic �elds. �ese �elds are formed by the strong cur-
rent generated as electrons are accelerated forward by
the ponderomotive force along the channel’s axis, and
by the return currents along the channel’s walls. �ese
�elds continue to persist beyond the end of the channel-
ing pulse as electron vortices form [4, 57, 58]. As such,
this diagnostic is well-suited for identifying �lamenta-
tion within this experiment. While the noise was too
large to quantitatively determine the magnetic �elds,
there are clear striations along the channel’s path. �ese
support the conclusion that �lamentation was present
and caused the channel to appear wider than the vac-
uum focal spots would have suggested.

IX. CONCLUSIONS AND ACKNOWLEDGMENTS

�e results of an OMEGA EP experiment designed
to determine the optimum channeling parameters in
an inhomogeneous plasma have been presented. �e
�nal density pro�le and channel formation was ob-
served using a high-frequency transverse probe. �e re-
sults showed that minimizing the delay between drive
and channeling pulses is crucial for the formation of
a controlled channel and maximizing its penetration
into the plasma. Additionally, the channels deepened
as pulses were focused at lower densities in the unper-
turbed plasma. Both of these results were consistent
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FIG. 17: Polarimetry of the channels. �e raw signal
for the 10 ps pulse focused at Z = 0.9 mm is shown in
(a). Superimposed white boxes indicate the S (solid
lines) and P (dashed lines) images. (b) shows the
cropped calculation of the beam rotation angle, θ
without any normalizations. (c) shows the same
calculation a�er normalizing the S and P images using
the plasma-free shot’s images. �e axes on (b) and (c)
are not exact due to the image transformations
involved in aligning the two raw images, but are well
matched to the shadowgraphy results and therefore
provide a reasonable estimate.

with previous experiments and the super-penetration
(whole-beam self-focusing) schemes present in the lit-
erature.

Interestingly, the 10 ps pulses consistently reached a
deeper depth than their 100 ps counterparts despite only

having approximately 90% of the longer pulses’ energy.
�is is in contrast to previous predictions and may be
the result of three dimensional e�ects such as increased
channel formation speed and ponderomotive pressures.
While more work is required in order to con�rm this
as the root cause, it does highlight the need to include
three dimensional e�ects into experimental designs and
numerical simulations.

�is material is based upon work supported by the
Department of Energy National Nuclear Security Ad-
ministration under Award No. DE-NA0001944 and the
New York State Energy Research and Development Au-
thority. �e authors would also like to acknowledge
DOE grant DE-SC0014666 for the support of this work.
�e FLASH code used in this work was developed in
part by the DOE NNSA ASC- and DOE O�ce of Science
ASCR-supported Flash Center for Computational Sci-
ence at the University of Chicago. �e support of DOE
does not constitute an endorsement by DOE of the views
expressed in this article. Part of the research has been
supported by JSPS-S class fund (15H05751-70171741).
�e authors would like to thank the OSIRIS consortium
for the use of OSIRIS. We would also like to thank the
ARCHER UK National Supercomputing Service. �is
work has further been carried out within the framework
of the EUROfusion Consortium and has received fund-
ing from the Euratom research and training programme
2014-2018 under grant agreement No 633053. �e views
and opinions expressed herein do not necessarily re�ect
those of the European Commission. �e authors further
acknowledge the support of the Plasma HEC Consor-
tium, EPSRC Grant EP/L00023711.

[1] W. B. Mori, IEEE Journal of �antum Electronics 33, 1942
(1997).

[2] F. Ca�ani, A. Kim, D. Anderson, and M. Lisak, Physical
Review E 64, 016412 (2001), 0012044.

[3] A. Kim, M. Tushentsov, F. Ca�ani, D. Anderson, and
M. Lisak, Physical Review E 65, 036416 (2002).

[4] L. Willingale et al., Physical Review Le�ers 106, 105002
(2011).

[5] K. M. Krushelnick et al., Physical Review Le�ers 78, 4047
(1997).

[6] G. Sarri et al., Physical Review Le�ers 105, 175007 (2010).
[7] M. Borghesi et al., Physical Review Le�ers 78, 879 (1997).
[8] H. Habara et al., Physical Review E 70, 046414 (2004).
[9] N. M. Naumova et al., Physical Review Le�ers 102,

025002 (2009), 0903.3718.
[10] A. P. L. Robinson, Physics of Plasmas 18, 056701 (2011).
[11] A. P. L. Robinson, R. M. G. M. Trines, N. P. Dover, and

Z. Najmudin, Plasma Physics and Controlled Fusion 54,
115001 (2012).

[12] I. V. Pogorelsky et al., Ion acceleration by laser hole-
boring into plasmas, in AIP Conference Proceedings Vol.
1507, pp. 814–819, 2013.

[13] D. Wu et al., Physics of Plasmas 20, 023102 (2013),
arXiv:1212.0314v1.

[14] S. M. Weng et al., Physics of Plasmas 21, 012705 (2014).
[15] J. Faure et al., Nature 444, 737 (2006).
[16] W. P. Leemans et al., Nature Physics 2, 696 (2006).
[17] K. Nakamura et al., Physics of Plasmas 14, 056708 (2007).
[18] T. Matsuoka et al., Plasma Physics and Controlled Fusion

51, 095003 (2009).
[19] E. N. Nerush and I. Y. Kostyukov, Plasma Physics and

Controlled Fusion 57, 035007 (2015).
[20] S. Kneip et al., Physical Review Le�ers 100, 105006

(2008).

13



[21] M. Tabak et al., Physics of Plasmas 1, 1626 (1994).
[22] R. S. Craxton et al., Physics of Plasmas 22, 110501 (2015).
[23] A. J. Kemp et al., Nuclear Fusion 54, 054002 (2014).
[24] M. Tabak, P. A. Norreys, V. T. Tikhonchuk, and K. A.

Tanaka, Nuclear Fusion 54, 054001 (2014).
[25] E. M. Epperlein, Physical Review Le�ers 65, 2145 (1990).
[26] R. Bingham, R. Short, E. Williams, D. Villeneuve, and

M. C. Richardson, Plasma Physics and Controlled Fusion
26, 1077 (1984).

[27] E. Higson et al., New Journal of Physics 15, 015027 (2013).
[28] C. E. Max, J. Arons, and A. B. Langdon, Physical Review

Le�ers 33, 209 (1974).
[29] P. Kaw, Physics of Fluids 16, 1522 (1973).
[30] Z. Najmudin et al., Physics of Plasmas 10, 438 (2003).
[31] L. M. Chen et al., Physics of Plasmas 14, 040703 (2007),

0605240.
[32] L. Ceurvorst et al., New Journal of Physics 18, 053023

(2016).
[33] K. A. Tanaka et al., Physics of Plasmas 7, 2014 (2000).
[34] T. Matsuoka et al., Plasma Physics and Controlled Fusion

50, 105011 (2008).
[35] A. L. Lei et al., Physics of Plasmas 16, 056307 (2009).
[36] S. Palaniyappan et al., Nature Physics 8, 763 (2012).
[37] G. Li et al., Physical Review Le�ers 100, 125002 (2008).
[38] D. Haberberger et al., Physics of Plasmas 21, 056304

(2014).
[39] L. Willingale et al., Journal of Physics: Conference Series

688, 012126 (2016).
[40] S. Ivancic, Channeling Experiments on OMEGA, PhD the-

sis, University of Rochester, 2015.
[41] R. A. Fonseca et al., OSIRIS: A three-dimensional, fully

relativistic particle in cell code for modeling plasma based
accelerators, in Computational Science-ICCS, Pt III, Pro-

ceedings, Lecture Notes in Computer Science Vol. 2331, pp.
342–351, Berlin, 2002, Springer.

[42] ARCHER UK National Supercomputing Services.
h�p://www.archer.ac.uk.

[43] S. Ivancic et al., Physical Review E 91, 051101 (2015).
[44] G. Li, R. Yan, C. Ren, J. Tonge, and W. B. Mori, Physics of

Plasmas 18, 042703 (2011).
[45] S. C. Wilks, W. L. Kruer, M. Tabak, and A. B. Langdon,

Physical Review Le�ers 69, 1383 (1992).
[46] L. Willingale et al., Physical Review Le�ers 102, 125002

(2009).
[47] B. Cohen, A. J. Kemp, and L. Divol, Journal of Computa-

tional Physics 229, 4591 (2010).
[48] S. Chawla et al., Physical Review Le�ers 110, 025001

(2013).
[49] L. Gremillet, G. Bonnaud, and F. Amirano�, Physics of

Plasmas 9, 941 (2002).
[50] A. Pukhov and J. Meyer-ter Vehn, Physical Review Let-

ters 76, 3975 (1996).
[51] R. H. H. Sco� et al., Physics of Plasmas 19, 053104 (2012).
[52] L. Volpe et al., Physical Review E 90, 063108 (2014).
[53] C. Hombourger, Journal of Physics B: Atomic, Molecular

and Optical Physics 31, 3693 (1998).
[54] C. Reich, P. Gibbon, I. Uschmann, and E. Förster, Physical

Review Le�ers 84, 4846 (2000).
[55] J. P. Santos, F. Parente, and Y.-K. Kim, Journal of Physics

B: Atomic, Molecular and Optical Physics 36, 4211 (2003).
[56] F. F. Chen, Introduction to Plasma Physics and Controlled

Fusion, 2 ed. (Springer US, Boston, MA, 1984).
[57] M. Tatarakis et al., Physical Review Le�ers 81, 999 (1998).
[58] Y. Uematsu et al., Review of Scienti�c Instruments 85,

11E612 (2014).

14


