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Molecular dynamics (MD) electrospray simulations of 1-ethyl-3-methylimidazolium Tetrafluorob-
orate (EMIM-BF4) ion liquid were performed with the goal of evaluating the influence of long-range
Coulomb models on ion emission characteristics. The direct Coulomb (DC), shifted force Coulomb
sum (SFCS), and particle-particle particle-mesh (PPPM) long-range Coulomb models were consid-
ered in this work. The DC method with a sufficiently large large cut-off radius was found to be
the most accurate approach for modeling electrosprays, but, it is computationally expensive. The
Coulomb potential energy modeled by the DC method in combination with the radial electric fields
were found to be necessary to generate the Taylor cone. The differences observed between the SFCS
and the DC in terms of predicting the total ion emission suggest that the former should not be used
in MD electrospray simulations. Furthermore, the common assumption of domain periodicity was
observed to be detrimental to the accuracy of the capillary based electrospray simulations.

I. INTRODUCTION

Ionic liquids (ILs) are a class of salts, with melt-
ing point typically lower than 373 K, that have good
electrical conductivity, thermal stability, and low va-
por pressure. The combination of these unique prop-
erties allows ILs to atomize in the presence of an
external electric field into a jet of ions or droplets.
This formation of jets or electrosprays by ionic liq-
uids in the presence of electric field occurs through
the formation of a Taylor cone. [1] After emission,
the ions or droplets emitted by the Taylor cone are
further accelerated due the external electric field,
generating thrust. Electrosprays are an important
tool in microfabrication because they can be used
to control deposition [2] in applications involving
microfilm deposition [3], microcircuit manufactur-
ing, [4] and ion beam lithography. [5] The electro-
sprays of charged liquids also find applications in
the fields such as biomedical engineering,[6, 7] es-
pecially in the analysis of biological tissues, [8] mi-
croelectromechanical systems (MEMS), pharmaceu-
tical development,[9, 10] food sciences,[11] and other
industrial[12, 13] engineering applications. Electro-
sprays are also used to analyze the properties of
ILs using electrospray ionization mass spectroscopy
(ESI-MS) [14]. For aerospace micro-propulsion ap-
plications, the ability to generate accelerated jets
also makes ionic liquids useful as propellants in col-
loid thrusters.[15, 16] These colloid thrusters, also
known as micro-thrust devices, are useful for or-
bit correction and station keeping of small satellites.
Regardless of the application, however, the physics
of Taylor cone formation[1] is still not completely
understood.

The ability to predict the electro-chemical behav-

ior of ILs using molecular dynamics (MD) and the
availability of MD interatomic potentials such as,
OPLS [17], can lead to a better understanding of
many different ILs used in electrosprays. For ex-
ample, previous work by Kim, et al.[18], Borner, et
al.[19], have demonstrated the capability of MD to
successfully simulate liquid gallium and 1-ethyl-3-
methylimidazolium Tetrafluoroborate (EMIM-BF4)
electrosprays using MD to obtain the thrust and
emission current from the predicted ionic byprod-
ucts. However, all electrospray MD simulations are
strongly influenced by the selection of the long-range
interaction models. Work by Weingartner, [20] sug-
gests that in simple salts, the long-range Coulomb
interactions control the intermolecular interactions.
Lee, et al. [21] state that long-range Coulomb inter-
actions have a significant effect on the fluid prop-
erties of the ILs predicted by quantum mechanical
based models. Brooks, et al. [22] have additionally
shown structural effects that arise in ionic liquid
simulations due to approximate treatment of elec-
trostatic interactions from periodic boundary con-
ditions. They also state that an incorrect termina-
tion of the long-range Coulomb interactions destroys
the structural effects such as charge layering in their
charged argon based simulation. The short-range
Coulomb interactions over a radius of 10-15 Å are
adequate in charge dense systems that are periodic.
However, electrospray simulation domains have re-
gions where the emitted ions are farther apart, lead-
ing to low charge density farther away from the cap-
illary. This makes it vital to use the correct long-
range Coulomb interaction model when simulating
ionic liquids with charge sparse regions.

The objective of this work is to quantify the sensi-
tivity of electrospray emission modes to the method



of calculation of long-range Coulomb forces. The
variation of long-range Coulomb contributions to the
selection of cut-off radii and its change on the out-
come of the MD electrospray simulations was ex-
plored. MD simulations typically scale as O(N2),
where N is the number of atoms used for the simu-
lation. Thus, it is not viable to use an infinite cut-
off radius, as the solutions become prohibitively ex-
pensive. Also, the Coulomb forces and energies at
the cut-off radius that separates the long-ranged and
short-ranged forces must be matched. We, there-
fore, face a two-fold problem of performing simu-
lations with converged cut-off radius for the short-
range Coulomb interactions as well as having an ac-
curate long-range model appropriate for the electro-
spray simulations.

In this work, we investigate the effects of long-
range Coulomb models on the electrospray emissions
using the coarse-grained (CG) EMIM-BF4 potential
of our previous work [19]. In Sec. II, we provide
the details of the MD simulation geometry and the
electrical boundary conditions used to implement
the applied electric field responsible for extrusion of
the IL from a capillary and the typical long-range
Coulomb interaction models used for MD simula-
tions are briefly discussed in Sec. III. The effects of
these long-range Coulomb interaction models on the
Taylor cone formation and the emission of ions sam-
pled from the electrospray simulations are discussed
in Sec. IV IV A. Similarly, the ion emission currents
of different ion species and the Coulomb energy of
the system are used to analyze the dependence of
Coulomb cut-off radius on electrospray simulations
in Sec. IV IV B. Finally, the effect of periodic bound-
ary conditions on Coulomb potential energy and its
subsequent effects on ion emissions are discussed in
Sec. IV IV C.

II. NUMERICAL PARAMETERS AND
POTENTIALS USED FOR THE MD

SIMULATIONS

All MD simulations for this work were performed
using the LAMMPS [23] MD package. The all
atom model of EMIM-BF4 and its corresponding
coarse grained (CG) model are shown in Figs. 1(a)
and 1(b), respectively. The CG potential allows the
simulation to be performed using just five CG sites
instead of 27 atoms required for an all-atom simula-
tion by simplifying groups of non-essential degrees-
of-freedom into a single site [24]. The coarse grained
(CG) potential for the EMIM-BF4 was obtained by
modifying the CG EMIM-NO3 potential derived by

(a)

(b)

FIG. 1: All-atom (a) and corresponding
coarse-grained model (b) of EMIM-BF4. For the
all-atom model, atom colors are: C (teal, larger
light grey), H (silver, smaller light grey), N (blue,
dark grey), B (pink, larger), F (green, smaller).
Each EMIM-BF4 is approximately 6 Å across in
dimension.

Wang, et al. [24, 25] using the effective field coarse
graining method (EFCG). This method allows large
molecular groups within an ion-pair to be treated as
single CG site. The position the CG groups were cal-
culated from the center-of-mass of all the constituent
atoms forming those CG groups. The masses and
charges of the CG sites were simply the sum of the
masses and partial charges of the atoms forming the
CG sites. The all-atom EMIM-BF4 ion-pair, shown
in Fig. 1(a) was simplified to CG EMIM-BF4, shown
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in Fig. 1(b), by approximating the cation complex
imidazolium, methylene, and two methyl groups to
CG groups IM, MR, M1, and M2, respectively. Sim-
ilarly, the anion BF−4 was also approximated as a
single CG site. The EFCG method uses separate
treatments to calculate the bonded and non-bonded
interactions. The bonded interactions, namely, the
covalent bonds, angles, and dihedrals were simulated
using a harmonic function. The non-bonded inter-
actions were modeled during the simulations using
the tabulated potentials calculated from EFCG, for
a combination of each CG site. The bonded and
non-bonded CG potentials used for this work have
been provided as supplementary materials. The ex-
trusion simulations were performed using 256 cores
of Intel Xeon Phi 7250 (Knights Landing) nodes on
the STAMPEDE 2 machine, employing the paral-
lelized version of the PPPM and DC methods and
required approximately 38 hours each to complete
a simulation time of 1.0 ns. The PPPM model was
used with the desired relative error in forces with
accuracy of 1× 10−5 for all our simulations.

To understand the effects of long-range Coulomb
interactions and the electric field boundary condi-
tions, relatively larger scale (> 10,000 atoms) MD
simulation domain, as shown in Fig. 2(a), was de-
signed. A capillary of radius 56 Å and length
275 Å was constructed using 16,626 platinum atoms.
The capillary was filled with 9,455 molecules of
EMIM-BF4 which were first energy minimized and
then thermally equilibrated to room temperature.
The desired flow within the capillary was generated
using a repulsive moving wall with a Lennard-Jones
9-3 potential. The capillary was placed within a do-
main of size 500 x 500 x 1,375 Å, at the zmin= 0
Å of the domain. An extractor ring was placed at
z = 1,275 Å, positioning it 1,000 Å away from the
mouth of the capillary. A negative potential was
applied at the extractor and the ground potential
was applied at the mouth of the capillary. An exter-
nal electric field was obtained for these simulations
by solving the Laplace’s equation for the appropriate
boundary conditions, as will be discussed in Sec. III.
The species specific extraction current was obtained
by sampling the emitted ion-pairs at the extractor
plane. It should be noted that with an exception
of the direct Coulomb method, the other long-range
Coulomb interaction methods require the domain to
be periodic in all three dimensions. However, it is
not possible to have the domain periodic in the ex-
trusion direction, i.e. along the z axis. Therefore, a
combination of evaporate and slab procedures were
used along the x − y plane at zmax of the domain
in LAMMPS to generate a quasi-periodicity in the

extrusion direction for simulations that explicitly re-
quired periodicity in all three dimensions. The evap-
oration procedure allows one to remove atoms from
a specified region, which in our case is a rectangular
box of size 500 × 500 × 20 Å3 placed right beyond
the extractor plane. Removing atoms beyond the ex-
tractor ensures that particles leaving the domain at
zmax = 1375 Å do not reenter from zmin due to pe-
riodicity. To shield the electrostatic contributions of
these out-bound ion pairs on the atoms near zmin,
the slab fix inserts an empty volume between the
periodic images. This effectively allows the bound-
ary to be treated as quasi-periodic, turning off the
long-range Coulomb interactions along that periodic
boundary.

III. LONG-RANGE COULOMB
INTERACTION MODELS

The electrostatic energy, ECoul, for a system of
charged particles is calculated using Coulomb’s re-
lationship,

ECoul =

n−1∑
i=1

n∑
j=i+1

C
qiqj
rij

(1)

where, n is the total number of atoms in the system,
rij is the distance between atoms i and j, C is known
as the Coulomb constant, qi, qj are the user defined
partial charges on atoms i and j, respectively, and
are typically obtained from Density Functional The-
ory (DFT) calculations that are used to define the
interaction potential. The values of qi can be found
in Table 2.1 of Ref. [19]. The electrostatic inter-
action energy, observed from Eq. 1, scales as 1/r
and even a small change in the interatomic distance
leads to a large fluctuation at short distances. For
simulations having large spatial dimensions or with
large number of atoms (> 10,000), the electrostatic
energy calculations using Eq. 1 can be computation-
ally expensive. The spatial distances become espe-
cially large when periodic boundary conditions are
used, since the simulation box now becomes infinite
in length. To overcome this limitation, the electro-
static energy calculations are split into short- and
long-range Coulomb interactions, where, the latter
is the electrostatic energy calculated at long ranges
beyond the user selected short range cut-off distance,
Rc. From the computational point of view, the elec-
trostatic energy is now calculated as,

ECoul = Eshort−range + Elong−range (2)
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FIG. 2: Schematic of an MD electrospray
simulations (a) and boundary conditions used for
extrusion simulations (b).

where the first and second terms are associ-
ated with the designations of Edirect and Emesh,
respectively,[26] and

Eshort−range = Edirect =

n−1∑
i=1

n∑
j=i+1

C
qiqj
rij

, rij < Rc

(3)
The purpose of this splitting of the Coulomb energies
is to use a comparatively computationally inexpen-

sive Coulomb interaction approximation at distances
larger than the cut-off radius while ensuring that the
short-range interactions are calculated directly using
Eq. 1. Using Eq. 1 for short-range interactions pro-
vides the best accuracy for the interactions between
closest particles which generates the largest contri-
bution to the sum of all pair-wise interactions. Of
course, in an ideal case we would calculate all the
Coulombic interactions using Eq. 1 assuming an in-
finitely large cut-off radius. We will evaluate some
extrusion conditions in this work for a cut-off radius
much larger than is typically used to understand the
effect on the MD simulations and will refer to these
simulations as using the Direct Coulomb (DC) ap-
proach.

There are a number of methods available for the
calculation of the long-range or Emesh part of the
electrostatic interaction which vary in their com-
plexity from the simple shifted force Coulomb sum
(SFCS) to the complex Ewald’s sum method. The
SFCS method[27] works on the principles of trun-
cating and dampening the Coulombic interaction
over large distances. SFCS is, computationally,
the least expensive of the long range models but
due to the truncation and dampening of Coulom-
bic interactions beyond the cut-off radius, Rc, this
method is used primarily for preparation of systems
for further simulations using models with better ac-
curacy. More complex methods like Ewald’s sum-
mation use Fourier transformations to compute the
long-range interactions. These methods are compu-
tationally more expensive than the SFCS method
but provide good accuracy. Finally, the Particle-
particle particle-mesh (PPPM)[28] is one variant of
the Ewald’s summation method and is attractive
for systems with large numbers of atoms because it
scales as N log2(N) instead of a double summation
N2 scaling. The mathematics and implementation
details of the PPPM method are provided in work
by Pollock and Glosli, [29] Darden, et al., [30] and
Toukmaji and Board Jr. [31] We briefly discuss the
methodology of using it to evaluate the Emesh term
below.

The Emesh term is calculated by mapping the
charged particles to the mesh nodes of a grid su-
perimposed on the MD simulations to solve for the
potential using the Poisson equation,

∇2φp(R̄) = −1

ε
ρ(R̄) (4)

where, ε is the vacuum permittivity and ρ(R̄) and
φp(R̄) are the charge density and electrostatic po-
tential obtained by solving Poisson’s equation at the
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grid nodes with position vector, R̄. The charge den-
sity is defined as the total charge present per grid
cell volume,

ρ(R̄) =
q(R̄)

hxhyhz
(5)

where, hx, hy, hz are the fixed, constant grid cell
sizes in x, y, and z respectively. The charges, q(R̄)
are obtained using a mapping scheme such that the
charges present in the grid cell are distributed to
the 8 nodes of the cell using particle weighting. The
charge on a grid point is calculated as,

q(R̄) =

8∑
i=1

qiW̄ (r̄i − R̄) (6)

W̄ = WxWyWz (7)

Wx(ri,x −Rx) = 1−


δ

hx
for δ < hx

0 for δ ≥ hx

(8)

δ = |ri,x −Rx| (9)

where W̄ is the weight assigned to the interaction
depending on the distance between the position vec-
tor of the ith particle r̄i and the grid node position
vector, R̄.

Typically, it is computationally feasible to calcu-
late the short-range Coulombic interactions using
Eq. 1 for Rc less than 12 Å. This makes it nec-
essary to calculate the long-range Coulomb inter-
action using Emesh for grid sizes, hx, hy, and hz,

equal to 12 Å. Since a molecule of EMIM-BF4 spans
approximately 10 Å across, the Emesh grid size of
hx = hy = hz=12 Å should be optimum for our
MD EMIM-BF4 simulations. The field generated by
the potential obtained at each grid node from the
solution to the Poisson’s equation is given as,

Ēk = −∇̄φp(R̄) (10)

where, Ēk is the field at the kth grid node. The ef-
fective long-range Coulomb energy, Elong−range or
Emesh on an atom due to the field generated in
Eq. 10 is given as,

Emesh = Elong−range =

n∑
i=1

∫
F̄kidr̄pi (11)

where,

F̄ki = qiĒk (12)

such that, F̄ki is the force on ith atom due to the
electric field contribution from the grid node k and
r̄pi is the vector joining the position vector of the
atom with the position vector of the grid node. With
these definitions, the total Coulomb potential energy
of the system is therefore the sum of the energies
given in Eqs. 3 and 11.

The total electric potential felt by the i− th atom
may be written as,

ϕtoti = Cqi

n∑
i 6=j
rij<Rc

qj
rij

+ ϕp + ϕl (13)

where the first term is the short-ranged potential
calculated by the direct Coulomb approach, with a
cut-off radius, Rc, the second term is obtained from
the solution of Poisson’s equation using the PPPM
method, and the third term is due to an externally
applied electric field, constant in time. In Eq. 13,
the first two terms are analogous to “space charge”
since they represent the effect of the induced elec-
tric field, but, at the atomistic level. Once the elec-
trical boundary conditions are specified, such as in
Fig. 2(b), ϕl can be obtained from Laplace’s equa-
tion,

∇2φl = 0 (14)

using the generalized minimal residual (GMRES)
method [32] with a grid-size (hx, hy, and hz) equal to
the Coulomb cut-off radii, Rc. A Neumann bound-
ary condition was applied in the periodic x− y and
non-periodic z directions, except at the extractor
ring and the capillary, as shown in Fig. 2(b). Note
that this contribution to the total electric poten-
tial on an atom only needs to be computed once,
at the zero-th time step, whereas, the first and sec-
ond terms of Eq. 13 are computed every time step
in the MD simulation. Grid convergence for Eq. 14
was tested by reducing the grid size from 12 to 5 Å.
As opposed to a constant normal electric field, the
spatially varying electric field in the direction of ex-
trusion defined by this configuration is strongest at
the mouth or meniscus of the capillary and becomes
gradually weaker farther away from the capillary.
Also in contrast to a constant normal electric field
with no radial component, the radial electric field
enhances the formation of the Taylor cone.
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IV. RESULTS AND DISCUSSIONS FROM
THE MD EXTRUSION SIMULATIONS

A. Ion emission behavior for different
long-range Coulomb interaction models

(a)

(b)

FIG. 3: Emission current of monomer (a) and
dimer (b) species sampled at the extraction plane,
shown as a cumulative moving average at every 5
ps for mass flow rates of 1.22× 10−12, 2.44× 10−12,
4.88× 10−12, 7.32× 10−12, and 9.76× 10−12 kg/s.

Two sets of MD simulations were performed using
two different long-range Coulomb interaction meth-
ods. For the first, the Coulombic interactions were
calculated solely using Eq. 3 for both short- and
long-range, referred to as the DC method, with an
extended cut-off radius of 20 Å. For the second set of
simulations, the short-range Coulombic interactions

were calculated using Eq. 3 with a cut-off radius of
Rc = 12.0 Å and beyond Rc, the long-range was cal-
culated using the PPPM method, as described by
Eqs. 4 - 12, with desired relative error in forces of
1.0×10−5. The grid-size used by the PPPM method
was equal to the cut-off radius, Rc = 12 Å. For
both set of simulations the mass flow rate was var-
ied from 1.22 × 10−12, 2.44 × 10−12, 4.88 × 10−12,
7.32 × 10−12, and 9.76 × 10−12 kg/s. Emission re-
sults from these simulations were then compared
with those obtained by Borner, et al. [19, 33, 34] for
their EMIM-BF4 simulations using the SFCS long-
range Coulomb model and the electrospray experi-

(a)

(b)

FIG. 4: Emission current of trimer (a) and droplets
(b) sampled at the extraction plane, shown as a
cumulative moving average at every 5 ps for mass
flow rates of 1.22× 10−12, 2.44× 10−12,
4.88× 10−12, 7.32× 10−12, and 9.76× 10−12 kg/s.
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(a)

(b)

FIG. 5: Ion (sum of monomer, dimer, and trimer)
(a) and total (b) emission current sampled at the
extraction plane, shown as a cumulative moving
average at every 5 ps for mass flow rates of
1.22× 10−12, 2.44× 10−12, 4.88× 10−12,
7.32× 10−12, and 9.76× 10−12 kg/s.

ments performed by Romero-Sanz, et al. [35]

An electrospray device operates either in a pos-
itive or negative mode of operation. If a nega-
tive potential is applied at the extractor, it acts
as a cathode and the electrospray is said to op-
erate in a positive mode of operation. For the
MD simulations, a negative extraction potential of -
13 V was applied and so positive ion species were
sampled at the extractor. The emitted positive
ion species were classified based on the number of
cations present in the aggregate. Using the defini-
tion, (EMIM− BF4)n · EMIM+, if n was zero, the

(a)

(b)

FIG. 6: Comparison of number of ions emitted (a)
and Coulomb energy per ion of emitted ions (b) for
the DC and DC + PPPM coupled Coulomb
interactions, for an EMIM-BF4 electrospray
simulations at a mass flow rate of 1.22× 10−12 kg/s
and extraction potential of -13 V.

aggregate was termed a monomer and if n = 1 or 2,
the aggregate was defined as a dimer or trimer, re-
spectively. For n larger than 9, the aggregates were
defined as a droplet. The emitted ions were sampled
at the annular extractor ring, 1,000 Å away from
the capillary and the emission currents were calcu-
lated as a cumulative time moving average for the
sampled ion species obtained at every 10 ps. The
emission currents shown in this work were averaged
for approximately 750 ps. The approximate number
of monomers, dimers, trimers, and droplets emitted
at lowest mass flow rate of 1.22 × 10−12 kg/s was
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found to be 62, 49, 80, and 10, respectively.

(a)

(b)

FIG. 7: Emission snapshot for the DC (a) and
coupled DC + PPPM (b) method. The copper
colored particles are the platinum sites that form
the capillary, the light blue colored particles
represent the M1 CG site, silver colored represent
the IM CG site, red colored particles represents the
MR CG site, dark blue colored particles represents
the M2 CG site, and yellow colored particles
represent the anion of BF4 CG sites.

A comparison of the emitted monomer currents
for the entire mass flow rate range is shown in
Fig. 3(a). We observed that while the coupled DC
+ PPPM and SFCS methods over-predicted the

monomer emission currents, the DC method pro-
duced good agreement with the experiments for all
mass flow rates. However, this agreement did not
extend to the dimer, trimer, and droplet current for
any of the three MD Coulomb interaction methods,
as shown in Figs. 3(b), 4(a), and 4(b), respectively.
The MD results from the DC and coupled DC +
PPPM method under-predicted the dimer current
compared to the experiments. Use of the SFCS
model, however, leads to a weaker system Coulom-
bic energy resulting in even higher emission rates of
larger emission species and hence the over-prediction
of the dimer current. All three MD methods over-
predicted the trimer and droplet currents compared
to the experiments. While, the extraction potential
of -13 V was adequate in generating strong enough
normal and radial electric fields near the mouth of
the capillary, it did not produce sufficiently strong
normal electric fields farther away from the capillary
to break the larger aggregates into smaller species.
This causes the MD simulations to predict higher
trimer as well as droplet currents. The agreement of
the total ion current (sum of monomer, dimer, and
trimer), shown in Fig. 5(a), from the DC and cou-
pled DC + PPPM method with the experiment was
achieved because the over-prediction of trimer and
droplet currents compensated the under-predicted
dimer currents. The SFCS method showed large
disagreement with the experiment on account of
weaker Coulombic interactions, especially at higher
mass flow rates for all ion species except trimers.
The larger emitted ion species underwent subse-
quent breakdown into smaller ion species due to the
weaker Coulomb interactions. The large droplet cur-
rents from all MD methods caused the total emis-
sion current to be higher than the experiment val-
ues, as shown in Fig. 5(b), but despite that, the DC
and coupled DC + PPPM methods compared bet-
ter than the SFCS method for the total emission
currents. Given the approximations inherent in the
SFCS method and its level of accuracy, it should
therefore be avoided when performing electrospray
MD simulations due to its failure to generate suffi-
ciently strong Coulomb interactions.

The difference in the evolution of the Taylor cone
structure and the emission behavior can be deduced
from the rate of ion emissions and the Coulombic
energy per emitted ion. For this comparison, we
analyzed the electrospray simulation at the lowest
mass flow rate of 1.22 × 10−12 kg/s. As observed
from Fig. 6(a), the ion emission characteristics for
the DC and the coupled DC + PPPM were funda-
mentally different. The emission of ions predicted by
the coupled DC + PPPM was initially and contin-
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(a)

(b)

FIG. 8: Comparison of kinetic (a) and Coulombic
energy (short+long-range) (b) for the Direct
Coulomb (DC) with Rc = 20 Å and Rc = 40 Å, and
DC + PPPM method with Rc = 12 Å and 20 Å.

ually larger, whereas, the DC method showed grad-
ual emission at a much lower rate. The snapshots of
ion emission for the DC and coupled DC + PPPM
method at approximately 400 ps simulation time
are also shown in Figs. 7(a) and 7(b) respectively.
The gradual increase in the ion emission for the DC
method leads to a distinct cone structure formation
at the mouth of the capillary after which emission
occurs at the apex of the cone shaped structure. As
previously mentioned, the presence of the radial elec-
tric field also helps the formation of the cone struc-
ture. This is reflected from the gradual increase in
the emission of ion pairs up to 350 ps and then higher
emission beyond 350 ps in Fig. 6(a).

(a)

(b)

FIG. 9: Comparison of number of ions emitted (a)
and Coulombic energy per ion of emitted ions (b)
for the Direct Coulomb (DC) with Rc = 20 Å and
Rc = 40 Å, and DC + PPPM method with Rc =
12 Å and 20 Å.

A comparison of Coulomb energy per ion of emit-
ted ions is shown in Fig. 6(b). In the DC method,
the build-up of the Taylor cone and emission of only
monomers up to 350 ps leads to a positive Coulomb
energy per ion for the emitted ions. Beyond 350 ps,
once the Taylor cone was fully formed, larger ion
species were emitted from the apex. For the cou-
pled DC + PPPM method, emission was observed
to contain monomers and larger species from the
start of the simulation. The sparse distribution of
the emitted species and the presence of anions in
the larger ion species lead to negative Coulomb en-
ergy per emitted ion for the coupled DC + PPPM
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method throughout the duration of the simulation
and for the DC method beyond 350 ps. For the
DC + PPPM method, after 400 ps, a large number
of ion pairs were spontaneously emitted in the do-
main, lowering (less-negative) the Coulomb energy
per emitted ion.

B. Effect of Coulomb cut-off radius, Rc, and
Emesh grid size on emission

It was found from MD simulations that the effects
of cut-off radius were most evident at lower mass flow
rates and for a high extractor ring potential. There-
fore, the simulations discussed in this section were
performed for a mass flow rate of 1.22× 10−12 kg/s
and an applied extractor potential of -17 V. We con-
sider the DC method with a large Rc to be the most
accurate so that simulations using this method were
performed for a cut-off radii of Rc = 20, 40, and 60
Å. A good agreement was observed in the potential
energies of the simulations with DC method with Rc

of 40 and 60 Å, suggesting that the DC method with
Rc = 40 Å represents a converged result, as shown in
Figs. 8(a) through 9(b). Two other simulations were
performed with the coupled DC + PPPM method
with a cut-off radii of Rc = 12 and 20 Å, respec-
tively. It can be seen in the figures that the results
are generally more sensitive to the cut-off radius for
the DC+PPPM than the DC method.

The potential and kinetic energies for all ions,
i.e., inside and outside the capillary, are shown in
Figs. 8(a) and 8(b), respectively. Since the changes
in the covalent and van der Waal’s interactions are
insignificant in the presence of an external electric
field compared to the changes in the Coulomb en-
ergy, the Coulomb energy is considered representa-
tive of the total potential energy of the system. The
kinetic energy as a function of time for the two meth-
ods are seen to be significantly different in Fig. 8(a)
even after increasing the cut-off radius for the cou-
pled DC + PPPM method. The system with lower
potential energy (less negative) will have more emis-
sions and therefore, higher kinetic energy. The high-
est Coulombic energy (most negative) was observed
when only the DC method was used. We observed
that the potential energy of the system with the
DC method and Rc = 20 Å implementation had a
higher potential energy (more-negative), represent-
ing stronger Coulomb energy interactions in the sys-
tem than for the simulations with coupled DC +
PPPM method. For the DC method with a large
cut-off radius (> 40 Å), the initial potential energy
was found to be lower (less negative) than predicted

(a)

(b)

FIG. 10: Comparison of ion counts (a) and
evaluation of Eq. 3 as a function of r′ (b) for the
Direct Coulomb (DC) simulation at a mass flow
rate of 1.22× 10−12 kg/s. The green curve (circle
symbols) in Fig. 10(a) shows the number of ions
inside the capillary within Rc = 20 Å from the
ions at the base of the Taylor cone ∼1 Å above the
meniscus.

by the other methods due to the loose ions present
at the meniscus of the capillary. As these few initial
ions were emitted, prior to 150 ps, the Coulomb en-
ergy of the DC methods was stronger compared to
the coupled DC + PPPM approach. As the cut-off
radius for the coupled DC + PPPM systems was in-
creased, the Coulomb energy of the system became
comparatively stronger (more negative). However,
for the coupled DC + PPPM system, even after
increasing the Rc to 20 Å from Rc = 12 Å, the
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(a)

(b)

FIG. 11: Emission currents obtained for the Direct
Coulomb (DC) with Rc = 20 Å (a) and Rc = 40
Å (b).

Coulomb energy did not match with that of the DC
method for a Rc = 20 Å.

This lack of agreement between the DC and
DC+PPPM can be understood, given the approach
that MD packages such as LAMMPS use. The gen-
eral algorithm for long-range Coulomb interaction
modes is to ensure that the short-range Coulomb
energy approximates the long-range Coulomb energy
at the cut-off radius to provide smooth transitioning
between the short and long-range potentials. This
leads to truncation of the Coulomb energy for the
coupled DC + PPPM method even when the cut-off
radius was increased to 20 Å. The combined effect of
dampening the short-range interactions for the DC
+ PPPM coupled systems and the long-range inter-

(a)

(b)

FIG. 12: Emission currents obtained for the DC +
PPPM method with Rc = 12 Å (a) and 20 Å (b).

actions resulted in weaker (less negative) Coulombic
energies compared to simulations with only the DC
method.

The lower Coulomb energy (less negative) for the
coupled DC + PPPM method facilitated the emis-
sion of ions from the capillary, leading to higher
emission rates, as seen in Fig. 9(a). The combination
of stronger Coulomb interactions enhanced the for-
mation of a Taylor cone using the DC method as was
shown in Fig. 7(a), as opposed to disrupted struc-
ture observed for the DC + PPPM coupled method,
shown in Fig. 7(b). The DC methods for both cut-
off radii have similar emission trends and show mi-
nor differences only after 400 ps simulation time.
Furthermore, when the Coulomb energy per ion of
only the emitted ions was considered, the selection
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of cut-off radius for the both the DC and the coupled
DC + PPPM caused very little change, as shown in
Fig. 9(b). The differences in the trends for these
two methods is similar to that shown previously in
Fig. 6(b).

The Coulomb interaction of the emitted ions and
the ions present in the capillary just below the
meniscus plays an important role in determining the
statistics of ion emission even when only the pure
DC method is used. Figure 10(a) shows the num-
ber or ions emitted from the capillary (outside the
capillary) as a function of simulation time. The sec-
ond curve labeled ‘Top 20 Å’ identifies those ions
inside the capillary that fall within a cutoff radius
of 20 Å from the base of the Taylor cone. The inter-
actions between these ions pairs strongly influences
the Taylor cone structure. When this cut off radius
is increased to 40 Å, not surprisingly the number
of ions present within the top 40 Å is twice that of
ions present in the top 20 Å. Both the number of ions
within the capillary and external to the capillary re-
main relatively constant until around 500 ps when
the Taylor cone formation begins. To understand
how the summation in Eq. 3 depends on the choice
of Rc, the Coulomb energy was calculated for this
system using the ion positions from an MD snapshot
taken at 500 ps as a function of a sphere of influence,
for 0 ≤ r′ ≤ Rc for each ion in the domain. Fig-
ure 10(b) shows that for small r′ values the Coulomb
energy oscillates as additional ion pairs are added to
the summation, however, at larger r′ the magnitude
of the oscillations decreases. Nevertheless, for even
a conventional cut-off radius of Rc = 12 Å, fluctu-
ations were observed in the measured Coulomb en-
ergy suggesting that a simulation performed with
this value would not result in physically converged
emission predictions. The figure shows that the am-
plitude of the fluctuations are essentially completely
damped for a higher cut-off radius of Rc = 40 Å,
although, this in general results in very high compu-
tational costs. Therefore, selecting a cut-off radius
of at least 20 Å will provide a better assessment for
ion electrospray simulations than the usual cut-off
radius of Rc = 12 Å.

The effect of cut-off radii on the emission currents
is shown in Figs. 11 and 12. The stronger (more neg-
ative) Coulomb interactions generated by the DC,
Rc = 20 Å method cause slow but stable emission of
ions, with monomers and dimers as the most domi-
nant emitted species, as shown in Fig. 11(a). The ion
emission trends for the DC cases shown in Fig. 9(a)
are similar for increased cut-off radius from Rc =
20 to 40 Å. This explains why the emission cur-
rents presented in Fig. 11(b) are unchanged even

for larger Rc values. Figure 12(a) shows that the
weaker (less negative) Coulombic interactions for the
coupled DC + PPPM simulations, especially for a
lower cut-off radius, Rc = 12 Å, allowed for easier
emission resulting in comparatively higher emission
currents than the DC method. The ease of emis-
sion for the coupled DC + PPPM method also leads
to emission of larger ion species from the capillary.
Whereas, the DC method predicted low emission
currents of trimers and droplets, the coupled DC +
PPPM method showed considerably higher trimer
and droplet currents. Extending the cut-off radius
for the coupled DC + PPPM from 12 to 20 Å caused
the total currents to be marginally lower, but, they
were still significantly higher than the DC method,
as shown in Fig. 12(b).

C. Effect of periodicity on the electrospray
emissions

FIG. 13: Plan view (x− y plane) of the domain
images (blue, dashed) created around the actual
domain (red, solid) due to periodicity. Sides of the
square represents 500 Å.

When MD simulations of bulk physical properties,
such as mass density and electrical conductivity, are
conducted for ionic liquids, one typically assumes
that the system is periodic to reduce the number of
required simulated atoms. But in case of the electro-
spray simulations, the IL liquid is contained within
a capillary which is placed in its entirety in the sim-
ulation domain. This makes it necessary to question

12



(a)

(b)

FIG. 14: Comparison of Coulombic energy
(short+long-range) (a) and kinetic energy (b) for
the non-periodic Direct Coulomb (DC) with Rc =
20 Å and non-periodic DC + PPPM method with
Rc = 20 Å.

whether it is correct to implement periodicity in the
electrospray MD simulations. In fact, the use of the
PPPM method to model non-periodic domains has
been reported to generate incorrect results by Luty
et al.[36] For the results discussed in this paper, the
simulation domain was considered periodic in the
x− y direction and non-periodic in the extrusion or
the z direction. As shown in Fig. 13, periodicity
in the x and y creates non-physical images around
the actual domain. These images are generated at
the domain boundaries and also contribute to the
Coulomb interaction calculations.

To analyze the effects of periodicity, MD simula-

(a)

(b)

FIG. 15: Comparison of number of ions emitted (a)
and Coulombic energy per ion of ions emitted (b)
for the non-periodic Direct Coulomb (DC) with Rc

= 20 Å and non-periodic DC + PPPM method
with Rc = 20 Å.

tions were performed for both the DC and the cou-
pled DC + PPPM methods by modifying the do-
main constraints to make all three dimensions non-
periodic. However, the coupled DC + PPPM could
not be performed on a non-periodic domain in MD
and so to approximate a non-periodic domain, the
size of the domain shown in Fig. 2(a) was increased
in the x and y directions to 2,000 Å. Accordingly,
the periodic images generated were far enough from
the actual simulated domain that their influence
on the energy of the system was negligible. This
allowed us to calculate the potential, kinetic, and
Coulomb energy without the contributions from the
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non-physical images for the coupled DC + PPPM
method.

The Coulomb energy comparison of the periodic
and non-periodic DC and coupled DC + PPPM
methods is shown in Fig. 14(a). Changing the peri-
odicity did not affect the simulation performed using
the DC method but changed the emission behavior
for the coupled DC + PPPM method. The potential
energy for the non-periodic coupled DC + PPPM
method was closer in trend to the DC method rather
than the periodic coupled DC + PPPM results. The
kinetic energy of the periodic DC, non-periodic DC,
and the non-periodic coupled DC + PPPM cases
showed remarkable agreement, in Fig. 14(b), sug-
gesting similar emission characteristics. The ion
emission rate and the Coulomb energy per ion of
the emitted ions for the non-periodic coupled DC
+ PPPM method are in closer agreement with the
results obtained by the DC method, as shown in
Figs. 15(a) and 15(b), respectively. The assump-
tion of periodicity does produce important changes
in the emission behavior and should not be imple-
mented for the electrospray simulations performed
for the configuration shown in Fig. 2(b). Increasing
the domain size of the coupled DC + PPPM sim-
ulations to make it non-periodic increases the com-
putational cost and makes it computationally twice
more expensive than the non-periodic DC method
with Rc = 20 Å. Therefore, in contrast to the general
perception, the DC method gives the best physical
results for these types of MD simulations at the low-
est possible computational cost. However, it should
be noted that the DC method with Rc = 40 Å is
five times more expensive than the simulations with
non-periodic DC method and Rc = 20 Å.

V. CONCLUSION

The choice of the long-range Coulombic inter-
action model dictates the emission behavior ob-
served from the MD simulation. Comparison of the
DC+PPPM and SFCS methods with the exact DC
approach showed that the SFCS under-predicts the
Coulomb interactions thereby generating very high
emission currents. The DC+PPPM method, while
efficient, was not able to reproduce the Coulomb
energy trends obtained by the exact DC method.
For both the DC and DC+PPPM methods, the
Coulomb interaction cut-off radius has an effect on
the emission currents, kinetic and Coulomb energies,
Coulomb energy per emitted ion, and number of ions
emitted. The DC+PPPM results appear to be more
sensitive to this parameter than the DC approach.

With respect to the DC approach, convergence in
the above mentioned physical parameters is achieved
for Rc = 40 Å, however, the relative difference in the
Coulomb energies for emitted ions and currents be-
tween Rc = 20 and 40 Å does not warrant the five
times higher computational cost necessary to per-
form simulations with a cut-off radius of 40 Å. Al-
though, useful for accurate simulations of bulk IL
physical properties, domain periodicity incorrectly
alters the emission characteristics for the coupled
DC + PPPM method for the extrusion geometries
modeled in this work. For this reason, it is recom-
mended that to model the strong Coulomb interac-
tions in ILs with the highest fidelity, a non-periodic
domain using the DC method and a value of Rc =
20 Å be used in MD electrospray simulations.

It should be noted that generating emission and
Taylor cone structure during the MD electrospray
simulations is not only dependent on the long-range
Coulomb models, cut-off radius, and periodicity but
also on the external electric field boundary condi-
tions. The radial components of the electric field
creates lateral movement of ion-pairs at the mouth
of the capillary, causing the meniscus to deform into
a Taylor cone structure. Further work is necessary
to access accurate electric boundary conditions rel-
evant to electrospray MD simulations.
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