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Abstract
Pseudopotential Lattice Boltzmann methods (LBM) can simulate phase transition in high-density ratio multiphase flow systems. If coupled with thermal LBM through equation of state, it can be used to study instantaneous phase transition phenomena with high temperature gradient where only one set of formulations in LBM system can handle liquid, vapor, phase transition, and heat transport. However, at lower temperatures unrealistic spurious current at interface introduce instability and limit its application in real flow system. In this study, we proposed new modifications to LBM system to minimize spurious current which enables us to study nucleation dynamic at room temperature. To demonstrate the capabilities of this approach, thermal ejection process is modeled as one example of a complex flow system. In inkjet printer, a thermal pulse instantly heats up the liquid in microfluidic chamber and nucleate bubble vapor providing pressure pulse necessary to eject droplets at high speed. Our modified method can present a more realistic model of explosive vaporization process since it can also capture high temperature/density gradient at nucleation region. Thermal inkjet technology has been successfully applied for printing cells, but cells are susceptible to mechanical damage or death as they squeeze out of nozzle head. To study cell deformation, spring network model, representing cells, is connected to LBM through immersed boundary method. Looking into strain/stress distribution of cell membrane at its most deformed state, it is found that high stretching rate effectively increase rupture tension. In other word, membrane deformation energy is released thorough creation of multiple smaller nanopores rather than big pores. Overall, concurrently simulating multiphase flow, phase transition, heat transfer, and cell deformation in one unified LB platform, we were able to provide a better insight into bubble dynamic and cell mechanical damage during printing process.
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1. Introduction

Different from conventional computational fluid dynamics methods [1-4], Lattice Boltzmann method (LBM) is based on mesoscopic kinetic equations in which the collective behavior of the particle distribution function (PDF) is used to simulate the continuum mechanics of the system [5, 6]. LBM has many advantages such as easy implementation of various physical phenomena and fully parallel algorithms [7]. Among various LB methods, pseudopotential model is simpler and more efficient in simulating high-density ratio multiphase flow system [5]. It also has lower computation cost compared to interface capturing methods such as Volume-of-Fluid (VoF) and level set methods [8]. The Shan and Chen (S–C) model [9] and the free energy model by Swift et al. [10] are two major pseudopotential LBMs. Single-component pseudopotential LBM is capable of simulating phase transition through incorporation of the non-ideal equation of state (EOS) such as Carnahan-Starling, Peng-Robinson (P–R), van der Waals, and Redlich-Kwong [8]. Among them, P–R EOS are proven to have the best thermodynamic consistency [5].

The stability issue is the main setback limiting the application of the pseudopotential model to most of real multiphase flow systems with high density ratio and phase transition. The major source of instability is non-zero vortex-like fluid velocity in the vicinity of phase interface which indicates the deviation from the real physical situation [11]. The so-called spurious currents drastically increase at lower temperatures (high density ratios). Therefore, achieving a stable solution at room temperature is challenging. The main criteria to assess pseudopotential LB models is maximum achievable density ratio, or lowest realizable temperature. Various EOSs and formulations for interparticle interaction forces have been tested to increase stability [8].

Using P–R EOS, exact difference method, and new scheme for derivation of interparticle interaction force, Gong and Cheng [8] reported lowest achievable temperature of $0.58T_c$. Later, Kupershtokh et al. [12] overcame this limitation and were able to achieve liquid to vapor density ratios as big as $10^7$. Anjie Hu [7] furthered this approach to demonstrate the feasibility of reaching temperature as low as 0.2$T_c$ with density ratio of $10^8$. However, their major setback in this approach is compromising surface tension and increase in interface thickness. In these studies, models are evaluated by comparing the coexistence curves obtained from the simulation with the theoretical one predicted by the Maxwell equal-area construction. To the best of our knowledge, these pseudopotential models has not yet been applied to the real multiphase flow systems at ambient temperature.

In this study, we used a reliable and stable modified formulations to minimize spurious current at different saturation temperatures. Thermal LBM is also coupled with pseudopotential model evolving at the same paces as particle distribution function. The spatial and temporal changes of temperature are implemented through EOS while flow information is used to update temperature distribution. To demonstrate the capabilities of proposed model, our modified formulations are used to simulate thermal injection process.

Inkjet printers are capable of delivering micro droplets at low manufacturing cost in applications such as additive manufacturing, bioprinting, and cell patterning [13, 14]. Due to the low cost and high quality, thermal-type inkjet printers are more popular [15]. In thermal bubble injection, 3μs-6μs width pulse wave with frequency of 1kHz-5kHz is applied to instantaneously heat the liquid in reservoir and nucleate bubble vapor providing the pressure pulse necessary to eject drop of ink out of the nozzle [16]. The size of droplets varies according to the applied temperature gradient, frequency of current pulse, and ink viscosity. To visualize explosive vaporization process, complex formulations are needed to capture phase separation/transition as well as heat transfer at liquid–vapor interface [16]. Because of high pressure in superheated vapor bubble, compressibility effect should be also included during instantaneous nucleation [17]. Due to this level of complexity, realistic simulation of thermal injection process can be challenging.

Both level-set and VoF methods have been applied in simulations of droplet ejection [16-19]. These methods treat vapor region as a cavity and adopt Clausius–Clapeyron equation to predict bubble pressure [16]. However, in coupled pseudopotential-thermal LBM, only heat pulse is needed to be applied on boundary and everything else, e.g.
bubble nucleation, growth and collapse, are being taken care of by one set of formulations. The simplicity of our approach distinct it from other conventional interface capturing methods [20-23].

Inkjet printing has been successfully applied for printing sophisticated patterns of biomolecules on various substrates [14, 24, 25]. However, there are concerns that printing process may cause cell damages or death. In bioprinters, bio-ink in cartridge is forced through a microfluidic chamber to an output orifice. Among different printing methods, cell membrane are more likely to be damaged in piezoelectric inkjet printers due to range of frequencies used [24, 26]. Although the temperature is locally increased to 300°C for a few microseconds in thermal inkjet printers, the overall temperature only rise 4–10°C and the average cell viability of 90% can be achieved [26]. In this study, we specifically are looking into cell deformation and membrane mechanical damage as it squeezes out of thermal inkjet print head. To incorporate cell body, spring network (SN) model is coupled with pseudopotential LBM through immersed boundary method [27-29]. By coupling these models, the injection dynamic and cell deformation at high speed can be visualized. In the following, first the proposed model is described and validated. Then, after discussing the results of injection simulation, cell deformation/damage is examined.

2. Method
In this study, pseudopotential LBM is used to model phase transition in high-density ratio flow systems [5]. Moreover, thermal LBM is utilized to solve energy equation. To incorporate cell in particulate flow [27, 28], SN model is also coupled with pseudopotential LBM. In what follows, these methods and relevant formulations are discussed.

Pseudopotential LBM
In standard lattice Boltzmann, Bhatnagar-Gross-Krook (BGK) scheme describes the evolution of PDF, \( f_i(x, t) \), at phase space \( (\mathbf{x}, \mathbf{v}) \) at time \( t \), where \( \mathbf{v} \) is the discretized velocity. The LBM dynamics involve streaming and collision steps

\[
f_i(x + \Delta t \mathbf{c}_i, t + \Delta t) = f_i(x, t) - \frac{1}{\tau_f} \left[ f_i(x, t) - f_i^{eq}(x, t) \right] + \Delta f_i(x, t) \tag{1}
\]

\[
f_i^{eq} = \omega_i \rho \left[ 1 + \frac{e_i \cdot \mathbf{u}}{c_s^2} + \frac{(e_i \cdot \mathbf{u})^2}{2c_s^4} - \frac{u^2}{2c_s^2} \right] \tag{2}
\]

where \( f_i^{eq}(x, t) \) is its corresponding equilibrium PDF, \( \tau_f \) is the PDF relaxation time, \( c_s \) is the speed of sound in LB scheme, and \( i \) is the number of discrete particle velocities. Macroscale density and velocity can be obtained as

\[
\rho(x, t) = \sum_i f_i(x, t) \tag{3}
\]

\[
\rho(x, t) \mathbf{u}(x, t) = \sum_i f_i(x, t) \mathbf{c}_i \tag{4}
\]

The weighting factor and discrete velocity for D3Q19 lattice models are given as

\[
e_i = \begin{cases} (0,0,0) & \alpha = 0; \\
(\pm 1,0,0)c, (0, \pm 1,0)c, (0,0, \pm 1)c, & \alpha = 1,2,\ldots,6; \\
(\pm 1,\pm 1,0)c, (\pm 1,0,\pm 1)c, (0, \pm 1, \pm 1)c, & \alpha = 7,8,\ldots,18;
\end{cases} \tag{5}
\]

\[
\omega_i = \begin{cases} 1/3 & \alpha = 0; \\
1/18 & \alpha = 1,2,\ldots,6; \\
1/36 & \alpha = 7,8,\ldots,18;
\end{cases} \tag{6}
\]

The total force acting on a fluid particle in multiphase flow may origin from different sources

\[ F_T = F_{int} + F_s + F_g + F_{cell} \tag{7} \]

where \( F_s \) is the solid–fluid interaction force, \( F_{int} \) is the inerparticle interaction forces, \( F_{cell} \) is the cell–fluid interaction force, and \( F_g \) represents gravitational force. In this study, exact difference method (EDM) is used to incorporate the force term into eqn. 1 through \( \Delta u \). \( \Delta f_i(x, t) \) in EDM can be calculated as

\[
\Delta f_i(x, t) = f_i^{eq}(\rho(x, t), u + \Delta u) - f_i^{eq}(\rho(x, t), u), \tag{8}
\]

where \( \Delta u = F_T \Delta t / \rho \) is the velocity change due to the body force during lattice time step \( (\Delta t) \). EDM was proposed by Kupershtokh and Medvedev [12] where the body force term is added directly to the right-hand side of eqn. 1 and
there is no need to discretize the body force. There are also other methods to incorporate force term such as velocity shifting method and discrete force method [8]. More detail information concerning these approaches can be found in [8] where it is shown that EDM has better accuracy and stability. In the following, all forces acting on particulate flow are discussed in detail.

**Interparticle interaction forces**

Microscopically, the segregation of a fluid system into different phases is due to the interparticle forces, see eqn. 7. In the pseudopotential model, the interparticle interaction force, $F_{int}$, is responsible for phase separation. In this study, modified S-C's interparticle interaction force scheme is used.

$$F_{int}(x) = -\beta c_0 g \psi(x) \nabla \psi(x) - (1 - \beta) c_0 g \nabla \psi(x)^2 / 2$$

(9)

where $\beta$ is the weighting factor; $c_0$ is 6.0 for D3Q19 lattice structure; and $\psi(x)$ is effective mass which reflects the intensity of the interparticle interaction. The value of $\beta = 1.16$ is optimized to best match Maxwell construction [30]. Eqn. 9 can be discretized as

$$F_{int}(x) = -\beta \psi(x) \sum_{x'} G(x,x') \psi(x')(x' - x) - \frac{1 - \beta}{2} \sum_{x'} G(x,x') \psi^2(x')(x' - x)$$

(10)

where $G(x,x')$ and $\psi(x)$ are given by

$$G(x,x') = \begin{cases} 
  g_1, & |x' - x| = 1 \\
  g_2, & |x' - x| = \sqrt{2} \\
  0, & \text{otherwise}
\end{cases}$$

(11)

$$\psi(\rho) = \sqrt{\frac{2(1 - \rho c_0^2)}{c_0 \rho}}$$

(12)

with $g_1 = g$, $g_2 = g / 2$ for D3Q19 scheme. In multi-component S-C model, eqn. 12 is simplified as $\psi(\rho) = \rho_0 [1 - \exp(-\rho / \rho_0)]$ which gives a nonmonotonic pressure-density relationship. In this case, the temperature is constant and equal $T = 1/g$ in lattice unit. Also, the role of pressure is dictated through $g$ while $p_c = \rho_0 \ln 2$ and $g_c = -2/(9g_0)$. Hence, for $g < g_c$ two densities of the same material can coexist at a single pressure and temperature. However, by changing the form of $\psi(\rho)$, different equation of state can be theoretically obtained. In this study, Peng–Robinson (P–R) equation of state which is more accurate and popular for water is used

$$p = \rho RT \left[ 1 - \frac{b \rho}{1 + a \rho} \right] - b \rho^2 \epsilon(T)$$

(13)

where $\epsilon(T) = [1 + (0.37464 + 1.54226 \omega - 0.26992 \omega^2)]^2$, with $\omega = 0.344$ being the acentric factor for water. By setting first and second derivatives of the pressure to zero, $a = 0.4572 R^2 T_c^2 / P_c$ and $b = 0.0778 R T_c / P_c$ can be derived. Since lattice sound speed is $c_s = \sqrt{3RT_c} = 1/\sqrt{3}$, by choosing $R = 1$, $a = 2/49$, and $b = 2/21$, critical temperature, pressure, and density in lattice unit can be accordingly calculated as $T_c = 0.0729$, $P_c = 0.0596$, $\rho_c = 2.3382$.

**Solid–fluid interaction force**

Interaction force, eqn. 7, between the solid and fluid is given by

$$F_s(x) = -(1 - e^{-\rho(x)}) \sum_i g_s \omega_i s(x + e_i \delta_i) \cdot e_i \delta_i$$

(14)

where $g_s$ is the fluid–solid interaction and can be adjusted for proper contact angle. The indicator function, $s(x)$, is equal to 1 and 0 when $x$ is in solid and fluid, respectively. Furthermore, the gravity force, eqn. 7, is given by

$$F_g(x) = G \cdot [\rho(x) - \rho_{ave}]$$

(15)

where $G$ is the acceleration of gravity and $\rho_{ave}$ is the average density at each time step.

**Thermal Lattice Boltzmann method**

Temperature in equation of state can be derived by solving energy equation [31]

$$\frac{\partial T}{\partial t} + \nabla \cdot (UT) = \nabla \cdot (\alpha \nabla T) + \phi$$

(16)
where $\alpha = \frac{1}{\rho c_v}$ is the thermal diffusivity. To solve eqn. 16 by thermal LBM, a second set of distribution function is introduced,

$$T(x, t) = \sum_i g_i(x, t)$$  \hspace{1cm} (17)

Similarly, the temperature distribution function evolves by

$$g_i(x + \Delta \xi, t + \Delta t) - g_i(x, t) = -\frac{1}{\tau_T}[g_i(x, t) - g_i^e(x, t)] + \Delta t \omega_i \phi$$  \hspace{1cm} (18)

where $\tau_T$ is thermal the relaxation time, $\phi$ the source term responsible for phase change and $g_i^e(x, t)$ is the equilibrium temperature distribution function given by

$$g_i^e = \omega_i \rho^e \left[ 1 + \frac{\rho_i}{c_s^2} \right]$$  \hspace{1cm} (19)

Source term in eqn. 16 represent heat storage/release during phase transition process. To derive $\Phi$ in term of $p, T$ and $\rho$, entropy balance equation, $\frac{\partial}{\partial t} \rho U = \nabla \cdot Q$, is used in conjunction with thermodynamic relations [32]. Gong and Cheng [32] demonstrated that entropy balance equation can be rewritten in the form of heat transport equation where the last two terms represent the source term responsible for phase change. Finally, they derived a simplified equation for $\Phi$ which were written as

$$\Phi = T \left[ 1 - \frac{1}{c_v} \left( \frac{T}{\rho} \right)_v \right] \nabla \cdot U$$  \hspace{1cm} (20)

where $c_v$ is specific heat capacity.

**Model Parameters**

The kinematic viscosity and thermal diffusivity in lattice unit are given by

$$v_{LB} = c_s^2 \left( \tau_p - \frac{1}{2} \right) \Delta t_{LB}$$  \hspace{1cm} (21)

$$\alpha_{LB} = c_s^2 \left( \tau_T - \frac{1}{2} \right) \Delta t_{LB}$$  \hspace{1cm} (22)

where $\tau_p$ and $\tau_T$ are relaxation parameters in pseudopotential and thermal LBM, respectively. Reynolds and Prandtl dimensionless numbers bring physical parameters to lattice units and can be defined as

$$Re = \frac{U_{Phy} L_{char}}{v_{Phy}} = \frac{U_{Phy} L_{LB}}{v_{LB}}$$  \hspace{1cm} (23)

$$Pr = \frac{u_{Phy}}{\alpha_{Phy}} = \frac{2\tau - 1}{2\tau_T - 1}$$  \hspace{1cm} (24)

To convert physical parameters to lattice units, characteristic time, length, mass, and temperature should be calculated first. Characteristic length and time scales are given as

$$U_{Phy} = \frac{L_{Phy}}{t_{Phy}} = \frac{N_{mesh} \Delta x_{char}}{N_{iter} \Delta t_{char}}$$

$$U_{LB} = \frac{L_{LB}}{t_{LB}} = \frac{N_{mesh} \Delta x_{LB}}{N_{iter} \Delta t_{LB}}$$  \hspace{1cm} (25)

where $N_{mesh}$ is the number of mesh in characteristic length scale; $N_{iter}$ is the number of iteration during characteristic time scale. Generally, we assume $\Delta t_{LB} = 1$, $\Delta x_{LB} = 1$, and $c_s = 1/\sqrt{3}$. Using discussed relations, physical time step can be derived as

$$\Delta t_{Phy} = \frac{L_{Phy}}{N_{mesh}} \times \left( \frac{(\tau - 0.5)/3}{v_{Ref}} \right) \text{ or } \Delta t_{Phy} = \frac{L_{Phy}}{N_{mesh}} \times \left( \frac{(\tau - 0.5)/3}{\alpha_{Ref}} \right)$$  \hspace{1cm} (26)

It can be seen that by setting $L_{Phy}, N_{mesh}$, and kinematic viscosity (or thermal diffusivity), time step in physical system can be simply calculated. The acceptable range for both relaxation times are between 0.5 and 2. The closer it get to 0.5, more unstable LB simulation will be. Additionally, pseudopotential and thermal LBM are needed to evolve in the same pace. We also know that the value of kinematic viscosity and thermal diffusivity may vary orders of magnitude depending on density (vapor and liquid) and temperature at different regions of computational domain. To address these issues, maximum kinematic viscosity (or thermal diffusivity) within desired temperature range...
Physical parameters at liquid-vapor interface are estimated as characteristic mass and temperature can also be calculated and then used to convert all other physical parameters. Physical parameters at liquid-vapor interface are estimated as
\[ X = \frac{\rho_{\text{liquid}} - \rho_{\text{vapor}}}{\rho_{\text{liquid}} - \rho_{\text{vapor}}} + X_{\text{vapor}}, \frac{\rho_{\text{liquid}} - \rho_{\text{vapor}}}{\rho_{\text{liquid}} - \rho_{\text{vapor}}} \] (27)

Viscosity and thermal diffusion are temperature/density dependent physical properties. Thus, their values in physical unit constantly change during phase transition or temperature fluctuation. Thus, it is imperative to adjust their value in lattice unit accordingly. We will be use these fixed characteristic scales. For instance, the temperature rise in computational domain will result in decrease of thermal diffusion. Thus, the value of \( \tau_r \) should be subsequently updated because of this change.

### Spring network model

Mechanical properties of cells depend on the mechanical properties of the subcellular components such as cytoplasm, nucleus, cell membrane, and cytoskeleton, as well as their distribution, linkage, and structure within the cell. Due to heterogeneous intracellular structures, proper modeling of cell mechanics is very challenging. Particular structures such as spring connected network model (SN) has been widely used for simulating blood cells [33-35]. In the case of regular cells, membrane and nuclear envelope can be modeled as a spring network while actin fiber are represented by a linear spring [36]. In SN, the membrane is composed of a set of vertex nodes \( X_i, i \in \{1 \ldots N_v\} \) that are connected by springs [36, 37] forming a two-dimensional triangulated network. Elastic resistances to changes in bending, stretching, and surface area can be implemented through potential energies.

\[ V((x_i)) = V_{\text{in-plane}} + V_{\text{bending}} + V_{\text{area}} + V_{\text{volume}} \] (28)

The in-plane energy term characterizes the elastic energy stored in the membrane. The bending potential corresponds to bending stiffness of membrane while the last two potential term conserve volume and surface area of lipid bilayer. More detail information about these energy terms can be found in Refs. [33, 36, 38]. The nodal forces corresponding to the each energy can be calculated as \( f_i = -\partial V(x_i)/\partial x_i \). To avoid complexity, nuclear envelope and actin fibers are not considered in our current cell model.

Using Immersed Boundary method (IBM), parametric surface \( X(s, t) \) exert a force density on the fluid, \( F_s(x, t) \), to represent the effect of solid body [39, 40]. Similarly, the solid velocity, \( u(X, t) \), will be interpolated from the local fluid nodes and will be used to update solid nodes [27, 41].

\[ F_s(x, t) = \int f(s, t) \delta(x - X(s, t))ds \] , \[ u(X, t) = \int u(x, t) \delta(x - X(s, t))dx \] (29)

\[ \delta(r) = \begin{cases} \frac{1}{\pi} \left( 1 + \cos \left( \frac{\pi r}{2} \right) \right) & -2 \leq r \leq 2 \\ 0 & \text{otherwise} \end{cases} \] (30)

Our cell model is benchmarked with optical tweezer experimental data in our previous work [33, 41] where we studied red blood cell damage. In the same study, the deformation of RBC under pure shear flow is also investigated where the results for oscillation period agreed with experiments of Abkarian et al. [42].

### Boundary conditions

In this study, Zou/He bounce back rules [43] is used to enforce non-slip wall boundary condition. Furthermore, constant surface temperature is applied using Dirichlet boundary condition.

\[ g_i^w(x, t + \Delta t) = \omega_i + (\omega_i - \Delta t \mathcal{E}_i) T_{\text{wall}} - g_i(x, \Delta t \mathcal{E}_i, t) \] (31)

where \( T_{\text{wall}} \) is temperature at the wall. To apply heat pulse, Neumann boundary condition is utilized

\[ g_i^w(x, t + \Delta t) = (\omega_i + (\omega_i - \Delta t \mathcal{E}_i))(\sum_{i} g_i(x, t) + Q_s/k) - g_i(x, \Delta t \mathcal{E}_i, t) \] (32)

where \( Q_s (W/m^2) \) is heat flux from heater resistor and \( k (W/m.k) \) is thermal conductivity. At each node on heating element, temperature is used to first evaluate \( k \) at both phases, then eqn. 27 is used to estimate actual thermal
conductivity. Other model parameters such as kinematic viscosity, thermal diffusivity, and specific heat capacity are also strongly depend on temperature and are needed to be continuously updated in the same manner.

To calculate interparticle force, effective mass at all neighboring lattice nodes should be calculated first. But eqn. 10 can no longer be used for nodes on the wall. However, it can be modified in a way that eliminate the necessities for tedious computations. Calculated effective mass for nodes inside domain can be simply copied to ghost lattice points on the other side of wall as shown in Fig. 1. Thus, eqn. 10 can be modified as

\[
\text{(33)}
\]

where represents correction coefficient along axis. is one except for directions that have ghost lattice points in either directions ( ). It should be noted that the normal component of interparticle force at wall should also be zero. This condition at curved boundaries can be simply enforced through updating where is unit normal vector.

Fig. 1. Calculation of interparticle force on boundary nodes using ghost points (shown in Red).

3. Model Validation

The curve at subcritical temperature allows the coexistence of liquid and vapor densities at a single pressure and temperature. Gibbs free energy have equal values at liquid and vapor phases in equilibrium as shown in Fig. 2. This is the basic idea for Maxwell construction of EOS, where and are specific volume of saturated liquid and vapor, respectively. Using P–R EOS, system pressure versus densities can be plotted at different saturation temperatures as shown in Fig. 2. It can be seen that density ratio increases as temperature decrease, for instance at , the density ratio is

Fig. 2. Maxwell construction of Peng–Robinson (P–R) equation of state at various subcritical temperatures. Highest pressure at is shown with red solid line (dark grey) while lowest pressure at is shown in solid cyan line (light grey).
The stability issue is the main reason limiting the application of the pseudopotential model to most of the real multiphase flow systems at room temperature. The source of instability is spurious currents which almost exponentially increase as temperature decrease [8]. Among various pseudopotential multiphase models, Gong and Cheng [8] modified Yuan and Schaefer’s formulation [5] and showed that they could be able to achieve a minimum temperature of $0.58T_c$ using P–R EOS and velocity shifting method. However, the spurious current is still high and the solution is very unstable. Additionally, the only way to achieve a stable solution at $0.58T_c$ is to gradually decrease temperature. These limitations made the application of this model without proper modification very challenging.

To address this issue, Kupershtokh et al. [12] proposed reduced equations of state to achieve density ratios as high as $10^7$ using vdW and mKM$^2$ EOSs. Following similar principal, Anjie Hu et al. [7] investigated the effect of reduced parameter on spurious current and surface tension. In this approach, the pressure term can be modified as

$$\dot{p} = k' p = k' \left[ \frac{\rho RT}{1 - b \rho} - \frac{a \rho^2 \varepsilon(T)}{1 + 2b \rho - b^2 \rho^2} \right] \tag{34}$$

where $k \leq 1$ represents the reduced parameter. The value of reduced parameter does not influence the Maxwell construction of equations of state [7]. It should be noted that the introduced parameter effectively reduces spurious currents and enable us to simulate liquid-vapor density ratio as high as $10^9$ when $k' = 0.01$ [7]. The temperature was fixed in these studies as opposed to our case where we plan to use thermal LBM to calculated temperature.

The stability of pseudopotential model can be evaluated by comparing the coexistence curves obtained from simulation with the theoretical one predicted by the Maxwell equal-area construction. To simulate the formation of a liquid droplets at a given temperature, initial density distribution at the center is set slightly higher than the rest of the domain. Periodic boundary conditions are imposed on all directions where $150 \times 150 \times 150$ lattice structure is chosen for computation. Particle and thermal relaxation times for both liquid and vapor phases are calculated as shown in Table 1. By using proper values for reduced parameter, magnitude of spurious current can be controlled. Simulations were carried out for 40,000 time steps to ensure that the steady state was reached. At the steady state, liquid droplets (with density $\rho_l$) surrounded by the vapor (with density $\rho_v$) are formed in computational domain as shown in Fig. 3. It is observed that our coupled pseudopotential-thermal model matches Maxwell construction perdition for P-R EOS.

<table>
<thead>
<tr>
<th>$T$</th>
<th>$\rho_l$</th>
<th>$\rho_v$</th>
<th>$\tau_l^L$</th>
<th>$\tau_v^L$</th>
<th>$\tau_l^V$</th>
<th>$\tau_v^V$</th>
<th>$\rho_l^{Ref}$</th>
<th>$\rho_v^{Ref}$</th>
<th>$\alpha_l^{Ref}$</th>
<th>$\alpha_v^{Ref}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.45T_c$</td>
<td>0.502</td>
<td>1.970</td>
<td>0.5003</td>
<td>1.979</td>
<td>1.0 x 10^{-5}</td>
<td>6.27 x 10^{-4}</td>
<td>1.08 x 10^{-7}</td>
<td>6.31 x 10^{-7}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$0.5T_c$</td>
<td>0.506</td>
<td>1.953</td>
<td>0.5014</td>
<td>1.526</td>
<td>5.5 x 10^{-7}</td>
<td>1.26 x 10^{-5}</td>
<td>1.22 x 10^{-7}</td>
<td>0.89 x 10^{-7}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$0.6T_c$</td>
<td>0.527</td>
<td>1.966</td>
<td>0.515</td>
<td>1.459</td>
<td>2.5 x 10^{-7}</td>
<td>1.32 x 10^{-5}</td>
<td>1.3 x 10^{-7}</td>
<td>0.87 x 10^{-7}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$0.7T_c$</td>
<td>0.528</td>
<td>1.973</td>
<td>0.522</td>
<td>1.109</td>
<td>1.7 x 10^{-7}</td>
<td>8.8 x 10^{-5}</td>
<td>1.3 x 10^{-7}</td>
<td>0.65 x 10^{-7}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$0.8T_c$</td>
<td>0.701</td>
<td>1.925</td>
<td>0.697</td>
<td>1.205</td>
<td>1.3 x 10^{-7}</td>
<td>9.5 x 10^{-7}</td>
<td>1.3 x 10^{-7}</td>
<td>4.7 x 10^{-7}</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Model parameter in both lattice and reference units at different simulated temperatures.

2 Kaplun_Meshalkin EOS
Mesh size is an important parameter influencing phase separation. To perform mesh dependency study, simulations with different mesh densities are carried out at \( \rho' = 0.1 \) as shown in Fig. 4. For mesh size bigger than 120, vapor density solution matches the Maxwell construction prediction. Additionally, interface thickness decrease as mesh density increases. However, spurious current is not influenced by mesh density. Theoretically, the reduced parameter won’t influence phase separation dynamic [7] and it should only decrease spurious current. Fig. 5 demonstrates the effect of reduced parameter on liquid and vapor densities. At constant temperature \( T/T_c \), the thickness of interface decreases to almost half by increasing \( \rho' \) from 0.05 to 0.1. However, high spurious current in \( \rho' \) case disturb uniform temperature distribution. On the other hand, at lower reduced parameter the interface thickness significantly increases, and one would need much more mesh node to acquire correct vapor density in saturated state.
Fig. 5. Liquid-vapor separation for different reduced parameter. Mesh size is From highest density to lowest density.

The effect of temperature and reduced parameter on maximum spurious current are also studied as shown in Fig. 6. It is observed that for our results very well match with Gong and Cheng study for [8]. As shown in Fig. 6, the spurious current at is no longer negligible compared to speed of sound. High spurious current at interface generate unphysical temperature gradient. By keeping spurious current under ~0.03, cases with at and at are found to match Maxwell construction prediction better as shown in Fig. 5 and Fig. 6. For spurious currents lower than ~0.03, the magnitude of temperature fluctuation at interface is also negligible. On the other hand, reduced parameter should be large enough to avoid very thick phase interface. Thus, choosing proper value for reduced parameter when modeling phase transition in a multi-phase flow is critical.

Fig. 6. Spurious current in lattice unit for various temperatures and reduced parameters. The red stars represent spurious current at using original pseudopotential formulation by Gong and Cheng [8], and are colored violet (dark grey) and blue (light blue), respectively. The velocity distribution contours demonstrate unrealistic spurious current at phase interface.
To benchmark wall-fluid interaction, we have simulated droplet on a surface as shown in Fig. 7a-c. The liquid–solid interaction strength, $\gamma$, represents the strength of the intermolecular force between wall and fluid. By tuning $\gamma$, we can control the wettability of surface or in other word contact angle. The density distribution along z axis are also demonstrated for cases with different contact angles as shown in Fig. 7d. To demonstrate the capabilities of discussed approach, thermal ejection process is modeled as an example of a complex multiphase flow system.

![Fig. 7. Droplet on a surface for different liquid–solid interaction strengths, (a), (b), (c). These simulations are carried out with initial temperature of $T_0 = 300 K$ with lattice nodes. (d) Relative density across dashed line for various liquid–solid interaction strengths.](image)

**4. Thermal inkjet printer**

To simulate bio-printing process, the geometrical configuration of HP60 inkjet cartridge is used where cells are ejected through a narrow nozzle channel with a diameter of $d = 100 \mu m$. The cross-section of HP60 nozzle plate and schematics of computational model are presented in Fig. 8a-b. Computational domain consists of lattice nodes and Zou/He bounce back rules are applied at all surfaces. In HP60 inkjet cartridge, the heating resistors under each nozzle are stressed with a $V_{pulse}$ pulse to boil the ink and eject the drop. This takes the resistor up to above the superheating point of water and creates an almost explosive vapor bubble that ejects the ink droplet at $T_{superheat}$. For water at atmospheric pressure, nucleate boiling occurs at $T_{nucleate}$. However, the liquid in thermal inkjet printer begins to boil only when it is heated close to the superheat temperature of 580K. The reason is that the liquid is heated extremely quickly with heat flux as high as $q_{max}$ [16]. Thus, nucleation bubble instantaneously covers the surface of the heater in $\sim 0.01 ms$ where the bubble pressure can reach as high as $\sim 8-12 MPa$ [16]. The bubble then collapses, and the ink cavity refills with liquid. The initial pressure and volume of the vapor bubble depend on firing conditions such as voltage pulse and liquid temperature.
Because the superheated vapor bubble behaves like a compressible fluid during grow and collapse cycle, it cannot be directly handled by incompressible flow solvers. To overcome this issue, the flow in the vapor domain is ignored in literature and vapor bubble is treated as a cavity so that the bubble can freely expand and shrink [45]. Thus, only the pressure information, force on the liquid surface, is passed onto fluid solver. However, due to high temperature and density gradient in the bubble region, bubble dynamic might be different from what has been previously realized [13, 16, 45-47]. Due to high dependency of local pressure, density and temperature on each other, EOS is needed to be directly implemented. Furthermore, the model should also be capable of simulating phase transition. Thus, our modified pseudopotential LBM coupled with thermal LBM can nicely capture the nucleation flow dynamics during injection process.

To simulate thermal injection process at ambient temperature, computational domain is needed to be initialized first where water and vapor phases are separated at the nozzle head. Initialization of thermal pseudopotential LBM is challenging since the simulation cannot be simply started by setting liquid and vapor densities at desired lattice nodes. The reason is that abrupt changes in density at interface instantly diverge the solution. One approach is starting simulation in higher temperature, e.g. $0.8T_c$, where solution is significantly more stable and then gradually decrease it. In this case, we may not be able to fully fill the reservoir with liquid or droplet may be created outside of the reservoir. To address this issue, we first set vapor density on all lattice nodes. Then the density of nodes inside reservoir are gradually raised to target liquid density as shown in Fig. 9.
As discussed before, the reduced parameter is introduced to maintain the spurious current within acceptable range and avoid solution divergence. It is observed from Fig. 6 that different values of reduced parameter can be used at different saturation temperatures. Therefore, reduced parameter is assumed to linearly increase to one as the temperature reaches as shown in Fig. 10. By doing this, we managed to avoid high spurious current at nucleation region. Although the formulations used to incorporate phase transition, heat transfer, cell deformation, and solid-liquid-gas interaction in a curved geometry seems very complicated, the implementation in LB platform is relatively simple, see Fig. 11. After calculating interparticle interaction, wall, cell and gravity forces, PDFs undergo collision and stream steps. Then, by inputting heat flux at boundary and calculating phase transition term, thermal LBM is solved.
After initialization, a thermal pulse of $8 \times 10^6 W. m^{-2}$ for 4$\mu$s is applied to the heater element. It should be mentioned that during injection process, temperature dependent physical properties such as thermal diffusivity and viscosity, see Table 1, are constantly being updated thorough relaxation parameters. Moreover, the relevant value for water thermal conductivity and specific heat at different temperatures are also listed in Table 2. The simulation time step in physical unit is 3.5ns.

**Table 2. Water thermal conductivity and specific heat at different temperatures.**

<table>
<thead>
<tr>
<th>$T$</th>
<th>$k_i$ ($W. m^{-1}. K^{-1}$)</th>
<th>$k_v$ ($W. m^{-1}. K^{-1}$)</th>
<th>$C_p,i$ ($KJ. kg^{-1}. K^{-1}$)</th>
<th>$C_p,v$ ($KJ. kg^{-1}. K^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.5T_c$</td>
<td>0.64</td>
<td>0.02</td>
<td>4.17</td>
<td>1.94</td>
</tr>
<tr>
<td>$0.6T_c$</td>
<td>0.68</td>
<td>0.026</td>
<td>4.23</td>
<td>2.14</td>
</tr>
<tr>
<td>$0.7T_c$</td>
<td>0.67</td>
<td>0.049</td>
<td>4.40</td>
<td>2.41</td>
</tr>
<tr>
<td>$0.8T_c$</td>
<td>0.627</td>
<td>0.06</td>
<td>4.80</td>
<td>3.84</td>
</tr>
</tbody>
</table>

The time sequence of nucleation, bubble growth, droplet ejection and bubble collapse processes are demonstrated in Fig. 12. Furthermore, the temperature distribution at different times are also shown in Fig. 13. Videos of this process are also made available as supplementary material to this paper which can provide a better understanding of rapid explosive droplet injection process [48]. Supplementary Video 1 demonstrates density distribution during droplet
ejection process while Supplementary video 2 displays temperature distribution changes at any instance of time. At the beginning stage of thermal pulse, the temperature of water in contact with heater element is increasing relatively slow. However, right before heat flux stops, the temperature of lattice nodes on lower boundary drastically increase as shown in Fig. 13. For instance, the temperature of nodes on heater element just before the end of heat pulse is \( \approx 1.57 \). However, bubbles only start to form \( 2 \mu s \) after heat pulse stops as shown in Fig. 12. In normal boiling situation, small vapor and gas bubble trapped in cracks act as a preexisting nuclei. In inkjet printing, bubbles are generated at superheated temperatures. Thus, temperature distribution on the heater is the most important factor directly influencing bubble nucleation. Since the length of heater pad is twice as big as its width, there is two places with maximum local temperature at initial stages of simulation, see Fig. 13. These two local maxima are the main reason that derive the formation of two bubbles instead of one. These two nucleated bubbles gradually grow and eventually aggregate to form one big bubble as it pushes water droplet out of nozzle. It should be noted that vapor is in its saturated state and will ultimately collapse as heat dissipate to surrounding liquid. During \( 4 \mu s \) collapse cycle, bubble quickly disappear when it reaches its maximum volume at \( t = 31 \mu s \) as shown in Fig. 14.

As discussed before, reduced parameter is assumed to linearly increase with temperature. Bigger values for reduced parameter drastically increases spurious current and ultimately result in solution divergence. On the other hand, we could potentially use smaller reduced parameters. However, we needed to use significantly finer mesh.

![Fig. 12. Time sequence of droplet injection process at nozzle cross section. Color bar represents relative density.](image-url)
Fig. 13. Time sequence of droplet injection process at nozzle cross section. Color bar represents relative temperature.

Fig. 14. Relative density distribution during nucleation, bubble growth and bubble collapse (a) before and (b) after bubble coalescence. The density data shown are related to dashed lines shown in Fig. 12 at (a) and (b). In (a), black and grey solid lines represent density distribution at and , respectively. In (b), black and grey dashed lines represent density distribution at and , respectively.
The final speed of projectile is approximately which agrees with previous numerical and experimental studies [13, 17, 45, 46]. The drop head velocity at any instance of time is depicted in Fig. 15 where it is compared with experimental measurement and CFD modeling of Tan et al. [45]. Drophead velocity is directly linked to Bubble expansion rate. Most researchers normally adopt the Clausius–Clapeyron equation to predict bubble growth [16, 49]. However, Tan et al [45] utilized polytropic gas expansion to avoid using an additional thermal model to solve the temperature distribution. Regardless of this simplification, drophead velocity from their simulation matched well with experiment. Since bubble explosive expansion happens in a few microseconds, the expansion rate and therefore drophead velocity may not be very different between these models. Another important parameter influencing drophead velocity is the nozzle geometry. Zhou and Gue [16] showed that chamber and nozzle geometry will play an important role in projectile speed. Smaller the nozzle diameter, higher the drophead velocity would be. The nozzle diameter in Tan et al. study [45] is while in our study it was . Their printhead geometry cannot be utilized for bioprinting because it nozzle diameter is small for injecting cells,. Moreover, the geometry of their printhead is significantly more complicated compared to HP60. Although different print head geometry is used in our simulation, it is observed that our numerical results roughly matches the experimental result and CFD simulation of Tan et al. [45]. The main reason for lower printhead velocity is using nozzle with bigger diameter, , compared to Tan et al. work [45] where it was .

Evidently, the temperature distribution is not uniform inside the saturated bubble. Thus, vapor density would be different in various locations of affected region and it is constantly changing by time. Moreover, due to continuous fluid motion, the pressure is also not uniform inside the chamber. The time history of minimum vapor density, maximum temperature and maximum local pressure in the chamber are demonstrated in Fig. 16a, Fig. 16b and Fig. 17, respectively. Due to high heat flux, the maximum local pressure, maximum temperature and minimum vapor density in most critical location of nucleated bubble instantly reach to highest values of , and , respectively. Thus, the vapor thermodynamic state in nucleated bubble is very close to water critical point.

Furthermore, during bubble expansion, pressure, temperature and density continuously decrease as shown in Fig. 16 and Fig. 17. When bubble reaches it maximum volume, the pressure energy has already converted to kinetic energy. As heat dissipate to surrounding liquid, the saturated vapor pressure gradually decreases resisting liquid water refilling bubble. Finally, during collapse stage, the maximum local pressure drastically decreases and bubble rapidly disappear in just . Although previous CFD studies [13, 45], did a nice job simulating ejection dynamic, they lack

Fig. 15. Comparison of drop head velocity between experiment [45], CFD simulation of Tan et al. [45], and pseudopotential LB method in this study.
a realistic bubble model. For instance, the maximum bubble pressure in Tan's model [13] is while we predict instantaneous saturated pressure as high as which is closer to previously reported values of in Ref. [16]. To discuss this in more detail, Asai et al. [50] reported that the saturated vapor pressure will reach 10–100 times as high as the atmospheric pressure. In their later study [51, 52], initial bubble pressure was taken 7.5Mpa. It should be noted that bubble generation and collapse happen very fast and vapor close to heating element is saturated during this period. Thus, the maximum bubble pressure should be at least 7.5Mpa (saturated vapor pressure of water at ) during nucleation. A recent study [17] used similar logic to assume an initial vapor pressure as an input to their model.

![Graphs](image)

**Fig. 16.** The history of (a) minimum vapor density and (b) maximum local temperature from pseudopotential LB method.
Compared to previous studies, inclusion of compressibility effect via direct implementation of EOS and phase transition using pseudopotential LBM and heat conduction through thermal LBM, all in one setup, makes our modeling more realistic. These features distinct our modeling approach from previous conventional CFD methods where vapor bubble was merely treated as a cavity [13, 16, 45-47]. Easy implementation of various models in one platform is one other advantage of current method. Furthermore, easy parallelization of LBM code can also significantly enhance computation speed.

5. Cell damage

Thermal inject has been successfully used for printing cells, yet potential cell damage is hard to be evaluated in experiments [14, 24, 25, 53, 54]. To study membrane mechanical damage, cell deformation squeezing out of nozzle head is needed to be visualized first. To model bio-printing process, the cell membrane in its natural state is modeled as a floating sphere with diameter of . It consist of vertex nodes connected by linear spring with stiffness of . Moreover, the triangular network has bending stiffness, local area constraint stiffness, global area constraint stiffness and volume constraint stiffness of , and , respectively. During rapid explosive vapor expansion, the cell squeezes out of nozzle and quickly reaches its most deformed state as shown in Fig. 18. In the following, we briefly discuss cell deformation/damage during thermal injection process.

Cui et al. experimentally investigated the viability and pore development on membrane of printed Chinese hamster ovary cells [24]. They used propidium iodide and dextran molecules of various molecular weights to stain the printed cells. Then, they evaluated the cutoff molecular size of these agent penetrating cell membrane. By doing that, they would be able to estimate pore size and better understand transient nature of pores after printing. Measuring fluorescence intensity of stained cells after , they confirmed existence of size pores on cell membrane. They also reported that the pore size gradually decreases by time and they completely disappear after hours incubation.
Cells damage during printing process can be associated with thermal shock or mechanical deformation. According to our study, temperature rise to critical temperatures is mostly maintained within vaporous region close to heating element and cells floating in the solution may rarely come in contact with this high temperature zone. Additionally, pore formation on cell membrane can be directly attributed to mechanical damage [24]. The transient nature of formed pores on cell membrane suggest that mechanical deformation is the reason for the damage.

On important factor which strongly influence mechanical resistance of cell membrane is loading speed. Koshiyama and Wada [55] carried out numerical simulations studying pore formation dynamics under various loading condition. They specifically focused on effect of stretching speeds on pore formation process. They performed equibiaxial stretching simulations on a bilayer patch with pulling speeds of 0.1, 0.3 and 1.0 m.s⁻¹. Their molecular dynamic simulation results indicated that multi-pores are more likely to form under higher stretching speeds. Pore formation under mechanical loading at the molecular level is a statistical phenomenon. Thus, Koshiyama and Wada [55] present their results for the average chance of pore formation as a function of areal strain using error function. For instance, at certain stretching speed and areal strain, we can look up probability of pore formation as shown in Fig. 19e. For more detail information on this topic, readers can refer to our previous work [33] where we studied mechanical damage of red blood cell membrane under high shear flows.

Under quasi-static loading condition, we will have 100% pore formation at areal strain 1.2 and progressive pore growth on cell membrane will eventually lead to cell rupture, see Fig. 19e. However, at higher loading speed, the pores start to form at much higher areal strain. Thus, to further study mechanical deformation leading to pore formation, we analyze membrane deformation at its most stretched state. Areal strain, stretching speed, maximum axial stress and maximum shear stress distribution on cell membrane is plotted at 6.25μs in Fig. 19a-d. It is observed that areal strain can reaches 0.85 during very short period of time under high loading speed of $0.2$ m/s. Equibiaxial stretching assumption is used for the calculation of this loading speed [55]. However, the stretching speed in critical direction can even reach 1.5 m/s. In this condition, the maximum areal strain of membrane falls well below critical threshold, proving that cells are most likely to survive printing process. Even for cases with smaller nozzles, cell viability won’t drop significantly as long as the maximum areal strain is maintained below the acceptable range. Moreover, according to Koshiyama and Wada study [55] at these high deformation/loading speed, the squeezing energy will be release through creation of multiple smaller pores rather than one bigger pore [55]. Thus, increase in loading rate will result in increase in rupture tension [56]. In other word, high loading rate retards formation of big pores and accordingly the cell rupture [57].
6. Conclusions

Pseudopotential LBM is well capable of modeling phase transition. However, it is unstable at ambient temperature. Due to this limitation, the pseudopotential thermal LBM has not yet been applied to complex phase changing applications at ambient temperature. We proposed a novel approach which utilize temperature dependent reduced parameters to overcome this limitation. It allows us look into instantaneous phase change phenomena with local high temperature gradient which has not been done before to the best of our knowledge. Using this method, we are also able to concurrently simulate heat transfer, phase transition and fluid-cell interaction in one platform. While previous thermal ejection simulations treat bubble vapor artificially as a cavity, vapor and liquid densities in our approach are directly linked to temperature and pressure in a physical way through non-ideal EOS and the only input to computational domain is the heat pulse at lower boundary. Furthermore, all temperature dependent fluid properties are also constantly being updated during the simulation. Overall, we showed that we simulate bubble nucleation/growth more realistically. Furthermore, our simulation is capable to study whether and how mechanical or heat shock will damage cells in bio-printing. To model bio-printing process, we coupled our modified Pseudopotential thermal LBM formulation with spring network model through immersed boundary method. Cell deformation is visualized as it squeezes out of nozzle head. It was observed that that fast deformation of cell membrane can significantly increase rupture tension. The novelties of this study can be summarized as:

1. Introduce and utilize a temperature dependent reduced parameter to stabilize pseudopotential method at room temperature.
2. Simulate various phenomena such as phase transition, heat transfer, cell deformation, and wall-liquid interaction in one platform.
3. Present a more realistic simulation of bubble nucleation, growth, and collapse by directly implementing non-ideal EOS of water into LBM formulation.
4. Provide better insights into mechanical damage of cell membrane during drop-on demand cell printing process.

For future work, pseudopotential model can be used in conjunction with adaptive mesh method to minimize interface thickness. We also encounter some instability difficulties which can be probably avoided by using multi-relaxation method in future.
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