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Abstract 

Ribosome profiling experiments have found greater than 100-fold variation in ribosome density along 
mRNA transcripts, indicating that individual codon elongation rates can vary to a similar degree. This 
wide range of elongation times, coupled with differences in codon usage between transcripts, suggests 
that the average codon translation-rate per gene can vary widely. Yet, ribosome run-off experiments 
have found that the average codon translation rate for different groups of transcripts in mouse stem 
cells is constant at 5.6 AA/s. How these seemingly contradictory results can be reconciled is the focus 
of this study. Here, we combine knowledge of the molecular factors shown to influence translation 
speed with genomic information from E. coli, S. cerevisiae and H. sapiens to simulate synthesis of the 
cytosolic proteins in these organisms. We demonstrate that the almost constant average gene 
translation rate arises because the molecular determinants of translation speed are distributed nearly 
randomly amongst most of the transcripts. Consequently, codon translation rates are also randomly 
distributed and fast-translating segments of a transcript are likely to be offset by equally probable slow-
translating segments, resulting in similar average elongation rates for most transcripts. We also show 
that the codon usage bias does not significantly affect the near random distribution of codon translation 
rates because only about 10% of the total transcripts in an organism have high codon usage bias while 
the rest have little to no bias. Analysis of Ribo-Seq data and an in vivo fluorescent assay supports 
these conclusions.  
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Introduction  
A set of seemingly contradictory observations concerning codon translation speeds has arisen from 
ribosome profiling experiments and measurements of synonymous codon usage bias in organisms. 
Across the coding sequence of individual genes, ribosome density, and hence codon translation rates, 
have been found to vary up to 100-fold [1–3]. A large number of publications have demonstrated that 
codons are not randomly distributed between different transcripts [4,5]. Highly expressed genes, for 
example, are enriched with optimal codons that tend to be translated with a faster rate [6–8]. This 
evolutionarily shaped bias in codon usage and the large variation in codon translation rates would seem 
to suggest that the time it takes to synthesize a protein could vary widely from one gene to the next, 
even for genes of the same length. Consequently, the average codon translation rate should also vary 
widely between genes. However, a recent ribosome-run-off experiment in mouse stem cells instead 
found that the average codon translation rate across different sets of transcripts is constant at 5.6 
AA/s [9], regardless of the protein’s length, expression level, its final location in the cell and whether it 
had a high or low tRNA Adaptation index. How these observations can be reconciled is not clear. 
Additionally, the molecular origin of a constant average elongation rate has not been explained, nor 
whether this occurs in other organisms. 
 Many factors influence codon translation speeds, including differences in cognate and near-
cognate tRNA concentrations [10–13], positively charged nascent-chain residues inside the ribosome 
exit tunnel [14–16], mRNA secondary structure [17–19], proline residues at either A or P site of the 
ribosome  [20,21] and steric hindrance between ribosomes translating the same mRNA 
molecule [22,23]. The mechanisms by which these factors influence translation-elongation rates have 
been studied extensively over the past two decades [13,24,25]. A high concentration of cognate tRNA 
molecules, for example, can allow ribosomes to quickly translate a codon as the correct tRNA molecule 
more rapidly encounters the ribosomal A-site through diffusion  [10,12]. A high concentration of near-
cognate tRNA molecules, however, can slow translation because they compete with the cognate tRNA 
for binding to the A-site codon [10]. Attractive electrostatic interactions between positively charged 
nascent-chain residues and the negatively charged ribosome exit tunnel slows translation of 
downstream codons [14,15]. While secondary structure formed by mRNA downstream of actively 
translated codon can decrease translation elongation as the ribosome has to first unfold the structured 
nucleotides before they can be translated [26]. And in the case of proline, the structural constraints 
imposed by the N-alkyl group at the P or A site of a ribosome can slow down peptide bond formation 
and reduce the codon’s translation rate [20]. Moreover, a dramatic decrease in the translation rate 
occurs when two proline amino acid residues are translated successively. And steric interactions 
between ribosomes on a transcript can slow the translation of a codon [27].  
 The influence of these molecular factors on translation speed have been measured or 
estimated. The concentration of different tRNA molecules in an E. coli cell varies, for example, by more 
than 20 fold [10,28]. This causes a similar level of variation in the average time it takes a cognate tRNA 
molecule to bind at the ribosome’s A site [5, 21, 22]. Electrostatic interactions between the negatively 
charged ribosome exit tunnel and positively charged amino acids decreases the translation rate of 
nascent proteins by transiently arresting the ribosome-nascent chain complexes [14]. Ribosome 
profiling experiments have quantified this decrease in the codon translation speed and found a 20% 
increase in the average ribosome density (and translation time) for the five consecutive codons 
downstream to the codon that encodes a positively charged amino acid [16]. In vitro laser optical 
tweezer experiments have found a 50% decrease in the translation rate of the ݆th codon in an mRNA 
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transcript, when the ሺ݆ ൅ 4ሻth codon is involved in mRNA secondary structure [26]. This effect can also 
be seen in ribosome profiling data where 10% more ribosome reads are observed due to the presence 
of mRNA structure [16]. The in vivo incorporation of proline is 3-6 times slower, on average, than 
phenylalanine incorporation due to the peptidyl transfer step that becomes rate limiting when proline is 
present at the A or P sites [20]. Moreover, the peptidyl transfer reaction between two proline residues 
occurs with a 25-fold slower rate [10].       
 Using a simulation model of protein synthesis that accounts for these molecular factors, we 
provide an explanation for how the incongruous ribosome profiling and synonymous codon-usage bias 
observations arise from fundamental features of the distribution of codon translation rates and their 
molecular determinants. Our results show that codon translation speeds and their molecular 
determinants are near randomly distributed between different mRNA transcripts. As a consequence, the 
contribution of fast-translating segments of a transcript to translation speed are often offset by equally 
probable slow translating segments leading to a near constant average codon translation speed across 
transcripts. This results in a universal linear scaling of protein synthesis time with coding sequence 
length across organisms. Analysis of ribosome profiling data and in vivo synthesis time measurements 
support these conclusions. 
  
Methods 
Simulating protein synthesis. We simulated the protein synthesis process in E. coli, S. cerevisiae and 
H. sapiens. We chose these species as they represent a diverse set of organisms. From E. coli, a 
simple prokaryotic organism, to S. cerevisiae, a eukaryotic organism, and finally H. sapiens, a multi-
cellular mammalian organism. To simulate the translation of transcripts in these organisms we used an 
extension of the Totally asymmetric simple exclusion process (TASEP) model known as ℓ-TASEP (Fig. 
1) [30,31]. In ℓ-TASEP, a ribosome covers ℓ-successive codon positions along an mRNA sequence, 
excluding other ribosomes from that section of the transcript. Ribosome profiling experiments have 
shown that a ribosome covers 10 codons [1], therefore ℓ was set to 10 in the simulations. A ribosome 
initiates translation in this model with rate ߙ provided the first 5 codons after the start codon are not 
occupied by another ribosome. It then elongates the nascent chain by moving one codon at a time with 
a speed determined by various molecular factors. A ribosome cannot move to the next codon in this 
model if it is already occupied by another ribosome. The ribosome terminates translation and releases 
the fully synthesized protein with rate ߚ when it encounters the stop codon. 
 We used the Monte-Carlo method described in Ref. [32] to simulate the time-dependent 
movement of ribosomes along mRNA molecules in the ℓ-TASEP model. During these simulations, we 
track the location of all ribosomes translating the transcript at each time point. This allows us to 
measure the time it takes individual ribosomes to synthesize a protein as the time it takes the ribosome 
to move from the start codon to the stop codon. For each cytosolic gene in these organisms we 
simulated a single copy of its transcript and recorded 12,850 protein synthesis events and their 
corresponding synthesis times. We discarded data from the first 2,850 ribosomes that completed 
translation to allow steady-state translation conditions to be achieved, i.e., a constant number of 
actively translating ribosomes per unit time. We then used the remaining 10,000 values to calculate the 
average synthesis time for that protein. 
 
Parameterization of the TASEP model. To perform the ℓ-TASEP simulations we need to know the 
translation rate for every codon position in the transcripts as well as initiation and termination rates, ߙ 
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and ߚ, of each transcript. The sequence of each cytoplasmic gene was downloaded from the NCBI 
RefSeq database [33,34]. We used the codon translation rates estimated by the Fluitt-Viljoen 
model [10,35] for the 61 sense codons in E. coli, S. cerevisiae and H. sapiens. The Fluitt-Viljoen model 
estimates these rates based on the concentrations of the cognate and near-cognate tRNA molecules, 
ribosomes, and diffusion constant of tRNA molecules.  

The Fluitt-Viljoen model ignores the effects of the other molecular factors known to influence 
codon translation speed. We incorporate the influence of these other factors by imposing an 
appropriate penalty to the Fluitt-Viljoen codon translation rates (Fig. 1). To account for the effect of 
downstream mRNA structure on translation speed we identified whether individual codons in a 
transcript formed secondary structure or not. To do this, we utilized the analysis methods described in 
the Refs. [36] and [37] and applied them, respectively, to Parallel analysis of RNA structure (PARS) 
data from E. coli [36] and H. sapiens [36] and dimethyl sulfate (DMS) sequencing data from S. 
cerevisiae [37]. Using these data in this way allows us to identify the presence of mRNA structure along 
a transcript. Ribosome profiling experiments have found that there are, on average, approximately 10% 
more reads three to five codons upstream of structured nucleotides than on average [16]. Therefore, 
we decreased the translation speed of the ݆th codon position in a transcript by 10% if the codon at ݆ ൅ 4 
was involved in forming secondary structure in the transcript. Similarly, ribosome profiling experiments 
have found an approximately 20% increase in the translation time of the next five successive codons 
after the incorporation of a positively charged amino acid residue [16]. Therefore, we decreased the 
translation rate by 20% for those codons that are within five positions downstream of a codon encoding 
lysine, arginine or histidine amino acids.  
 To account for the translation-rate slowdown caused by one or two prolines we increased the 
time it takes to form a peptide bond by the experimentally-measured amounts. In the original Fluit-
Viljoen model the time required to form a peptide bond between any two amino acids is 9.06 ms. We 
increased this time by a factor of 1.40 [38] when proline is present at the P site and the A site of the 
ribosome is occupied by a tRNA that carries a different amino acid. Similarly, when the tRNA that 
carries proline residue was at the A site and a different amino acid was at the P site then the time 
required to form a peptide bond between these amino acid residues was increased by a factor of 
3.44 [38]. When the proline was present at the both P and A site of the ribosome then the peptide bond 
formation between these two proline residues were set to 224.7 ms instead of 9.06 ms [38].  
 The average time a ribosome takes to fully synthesize a protein is also affected by excluded 
volume interactions between ribosomes [39]. The frequency with which collisions between ribosomes 
occurs depends on the translation rate parameters, which can vary from transcript to transcript. The ℓ-
TASEP model we use accounts for these interactions. And indeed, we find that they contribute to a 5 to 
10% slow down of the average synthesis time (Supplemental Results and Fig. S1 [40]). 
 We use previously reported translation-initiation rates ߙ for each of the cytoplasmic genes in S. 
cerevisiae [29] that were estimated using polysome profiling data [41]. Since individual initiation rates in 
E. coli and H. sapiens are not available we estimated them by scaling the initiation rates found in S. 
cerevisiae such that the ratio of the initiation rate to the transcriptome-wide average elongation rate 
remained constant. To do this, we first calculated the average translation time of each gene by 
summing the codon translation times (i.e, the inverse of the codon translation rate) of each codon 
position of a gene, and then divided them with the total number of codons in that gene. These average 
codon translation times were then used to calculate transcriptome-wide average codon translation rate. 
For example, the transcriptome-wide average codon translation rate in E. coli is 8.95 ିݏଵ, and in S. 
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cerevisiae, it is 4.05 ିݏଵ. Therefore, we re-scaled the translation-initiation rates for E. coli genes by 
multiplying S. cerevisiae’s set of initiation rates by a factor of 2.21(=8.95/4.05). We then randomly 
assigned these re-scaled initiation rates to each of the cytoplasmic genes of E. coli. Termination is not a 
rate limiting step of the overall translation process, therefore we set the termination rate to 35 ିݏଵ as 
previously done in Ref. [29]. 
 
Proteins simulated. We only simulated the synthesis of proteins targeted to the cytoplasm. The 
transcript sequences were taken from NCBI RefSeq database [33,34]. The total number of gene 
sequences in this database that were also experimentally established to produce proteins that are 
targeted to the cytoplasm are 2,660, 2,709 and 6,488 for E. coli. S. cerevisiae and H. sapiens, 
respectively. PARS data is unavailable for a number of E. coli transcripts; this decreased the number of 
E. coli transcripts we simulated to 2,618. For S. cerevisiae, the lack of translation-initiation rate 
information for a number of genes meant we only simulated the translation of 2,584 of these transcripts. 
Thus, we simulated the translation of 2,618, 2,584 and 6,488 cytoplasmic genes in E. coli, S. cerevisiae 
and H. sapiens. Gene IDs for each of gene we simulated is provided in Supplemental Material [40].   
    
Estimation of codon translation rates from ribosome profiling data. We estimated codon 
translation rates in S. cerevisiae and E. coli using ribosome profiling data [12,42]. In vivo ribosome 
profiling data for S. cerevisiae were obtained from sample GSM1289257 reported by Weinberg and 
coworkers [12]. The raw reads were aligned to the transcriptome and quantified by their 5′ end mapped 
position by following the procedure used in Ref. 16. Gene annotations for S. cerevisiae were obtained 
from Saccharomyces Genome Database (http://www.yeastgenome.org/), version R64-2-1 on 15 
January 2016. All reads in the coding sequence were assigned to nucleotide positions according to the 
center-weighting method [2]. According to this method, 11 nucleotides from both 5’ and 3’ ends of a 
read are excluded and the read is distributed equally among the remaining center-most nucleotide 
positions. To avoid experimental sampling errors in our analysis, we selected only the subset of high 
coverage genes with non-zero reads at every codon position. In S. cerevisiae, 1,255 genes meet this 
criterion in our dataset. For each gene, the reads at each codon position were divided by the average 
number of reads per codon in the transcript, which is widely used in the field as a proxy for normalized 
codon translation rates [12,24]. These normalized ribosome densities from all genes were aggregated 
and constitute a transcriptome-wide distribution of codon speeds.  
 We followed the same procedure to estimate the codon translation rates in E.coli from ribosome 
profiling data of sample GSM1572273 [42]. For assignment of reads, we used an offset of 12 
nucleotides from the 3′ end as suggested by Woolstenhulme et al [42]. The remaining steps of analysis 
were the same as described for S. cerevisiae. In E. coli, 202 genes meet the criterion of non-zero reads 
at every codon position. 
 
Defining highly-similar distributions of codon translation rates using the Jensen-Shannon 
metric. Using the Jensen-Shannon (JS) divergence metric [43] we defined a threshold to characterize 
the distribution of codon translation rates in a transcript as being highly similar to the transcriptome-
wide distribution of codon translation rates. To determine this threshold we first calculated the 
distribution of codon translation rates for each of the cytoplasmic genes in E. coli, S. cerevisiae and H. 
sapiens as well as the transcriptome-wide distribution of codon translation rates using a bin size of 3 
amino acids per second. This bin size gives a non-zero probability density at all the points between the 
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minimum and maximum codon translation rates in these organisms. Next, we calculated the values of 
the JS metric, comparing the per-transcript distribution against the transcriptome-wide distribution of 
codon translation rates. We then visually inspected the similarity of these two distributions for randomly 
selected transcripts at different JS values. We find that if the JS value is equal to or greater than 0.995 
then the individual transcript distribution and the transcriptome-wide distribution look highly similar to 
each other (Figs. S2, S3 and S4 [40]). 
  
Results  
Protein synthesis times scale linearly with coding-sequence length. To understand how variations 
in the translation rates of individual codons affect the time it takes a ribosome to synthesize a 
cytoplasmic protein we calculated the average synthesis time of cytoplasmic proteins in E. coli, S. 
cerevisiae and H. sapiens. To do this we identified those genes that result in proteins targeted to the 
cytoplasm, and then simulated the translation of their corresponding mRNA molecules. We used the ℓ-
TASEP model to simulate this process.      
 In these simulations, we record the time it takes for individual ribosomes to traverse from the 
start codon to the stop codon of each transcript. We start our in silico measurements after the 
translation-system achieves steady-state conditions. This results in a time-independent distribution of 
ribosome density, when averaged over sufficiently long observation times. The average synthesis time 
for a given protein was then computed from the 10,000 recorded times of individual ribosomes 
completing the translation process. The average synthesis time of cytosolic proteins are plotted as a 
function of the number of codons in the corresponding mRNA for E. coli, S. cerevisiae and H. sapiens, 
respectively, in Figs. 2(A), 2(B) and 2(C). We find that the average synthesis time of a protein is 
strongly correlated with its coding sequence length in these three different organisms (Pearson ܴଶ ൒ ݌ ,0.95 ൏ 10ିଶ଴଴). 

We next investigated whether such a high correlation between the synthesis time of proteins 
and gene length is an artifact of a few data points at the largest gene lengths. To do this we removed 
genes in the top 1-percentile for length and recalculated ܴଶ. We find the correlation remain greater than 
0.94 (p-value <10ିଶ଴଴) for all three organisms. Thus, the strong correlation we observe is not due to 
sparse sampling at long transcript lengths. 
 
The average elongation rate is similar between transcripts. This scaling relationship suggests that 
different genes in an organism are translated with a highly similar average codon translation rate. To 
test this hypothesis we calculated the distribution of the average codon translation rate per transcript. 
We find that the coefficient of variation (i.e., the standard deviation of the distribution divided by its 
average value) is 0.11, 0.27 and 0.07, respectively, in E. coli, S. cerevisiae and H. sapiens (Fig. 
S5 [40]). This means that the average codon translation rate from one gene to the next, within an 
organism, does not exhibit much variation.  
  A prediction from this result is that the average synthesis time of a transcript can be accurately 
estimated by multiplying the transcriptome-wide-averaged codon translation speed by the number of 
codons in the coding sequence. To test this, we first calculated the synthesis time of proteins by 
multiplying the slope of the best-fit line in Figs. 2(A), 2(B) and 2(C) (i.e., the global average codon 
translation speed) by the number of codons in the corresponding mRNA transcript and then compared it 
with the synthesis time of the same protein obtained from the simulations. The error in these predictions 
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is characterized by the absolute percent error |ఛ೛ೝ೐೏೔೎೟ିఛೞ೔೘|ఛೞ೔೘ 100%, where ߬௦௜௠ is the synthesis time of a 

protein calculated from the TASEP simulations and ߬௣௥௘ௗ௜௖௧ is the synthesis time of a protein obtained 
by using the best fit translation time. The median percent error is less than 5.8, 9.1 and 4.7% in E. coli, 
S. cerevisiae and H. sapiens, respectively (Figs. 2D-2F). Thus, the global translation speed in an 
organism can be used to accurately predict the synthesis time of a cytoplasmic protein.  
 
The scaling relationship is robust to changes in the molecular factors. Our simulation model 
accounts for the effects of tRNA concentration and four other factors that are known to influence codon 
translation rates (Fig. 1). It is likely that there are yet to be discovered molecular factors influencing 
translation speed. Therefore, it is important to understand how robust this scaling relationship is to 
changes in the number of molecular factors influencing translation speed. If the conclusions we have 
drawn are insensitive to such changes then our conclusions are more likely to be accurate. To test for 
this we removed some of the factors in our model and examined how the results change. To do this, we 
eliminated from our model the influence of mRNA structure, prolines, and charged residues in the exit 
tunnel on translation speed. This left us with codon translation rates that depend only on differences in 
tRNA concentration and ribosome traffic. We used these values to simulate translation of the genes and 
computed the average synthesis times of the proteins. We again find a very strong correlation (Pearson ܴଶ ൐ ݌ ,0.96 ൏ 10ିଶ଴଴) between the protein synthesis times and coding sequence length for the 
organisms (Fig. S6 [40]). Thus, increasing the number of molecular determinants that affect the 
translation speed (Fig. 2) does not cause a significant change in the correlation between the protein 
synthesis time and gene length. This suggests that the scaling relationship we observed will likely 
remain even if new factors are discovered in the future. 
 
A narrow distribution of codon translation rates alone is not sufficient to explain the scaling 
relationship. Small variation in the translation rates of individual codons across the transcriptome 
could give rise to a nearly constant average translation speed in different genes, thereby resulting in a 
linear scaling of protein synthesis time with transcript length (Fig. 2). However, if such a small variation 
is sufficient to cause the scaling relationship in Fig. 2 then this relationship should remain robust to any 
biased redistribution of codon translation rates among the transcripts in our dataset. We tested this by 
creating artificially biased translation-rate profiles for each of the genes. To do this we first rank ordered 
the transcriptome-wide codon translation rates from fastest to slowest. Next, we randomly selected a 
gene and sequentially assigned the first ௖ܰ  fastest codon translation rates to each codon position of 
that gene, where ௖ܰ is the number of codons in the transcript. We then removed those ௖ܰ codon 
translation rates from our rank-ordered list and repeated the same procedure until we created artificial 
translation rate profiles for each of the cytoplasmic genes in that organism. 
 We performed protein synthesis simulations for each of these genes and calculated their 
average synthesis times. The artificial assignment of codon translation rates drastically decreased the ܴଶ-correlation coefficient between the protein synthesis time and the coding-sequence length to 0.29, 
0.19 and 0.68 for E. coli, S. cerevisiae and H. sapiens (Fig. S7 [40]), respectively. If the limited variation 
in the codon translation rates was sufficient to cause the linear scaling relation in Fig. 2 then we would 
have observed a very strong ܴଶ correlation between protein synthesis time and gene length for these 
biased translation-rate profiles. This result indicates that how codon translation rates are distributed 
between different transcripts plays a central role in the scaling relationship observed in Fig. 2. 
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The Law of the Large Numbers explains the mathematical origin of the scaling relationship. The 
narrow distribution of the average codon translation rate per gene (Fig. S5 [40]) suggests that the Law 
of Large Numbers is at play during the translation of transcripts. According to the Strong Law of Large 
Numbers  [44] the mean of a sample of ݊ observations, ߤ௡, converges to the average value ߤ of the 
population from which those observations were drawn as ݊ approaches infinity. To map this statement 
onto the process of translation let the “mean of the sample” be the average codon translation rate ݐ௡ഥ  of 
a transcript (i.e., ߤ௡ ൌ ௡ഥݐ ); let the “sample” be the coding sequence of the transcript; let ݊ be the number 
of codons in the coding sequence, i.e. ௖ܰ; and let an “observation” be the translation rate of a single 
codon position in the coding sequence. The sample mean (i.e., the average codon translation rate of a 
transcript) is then, by definition, 

ே಴തതതതݐ                                                                ൌ ௧భା௧మା௧యାڮା௧೔ାڮା௧ಿ಴ே೎ ,                                                                      

[1] 
where ݐ௜ is the average translation time of the ݅th codon position in the transcript. The Law of Large 
Numbers predicts that for sufficiently large genes ݐே಴തതതത ൌ  Substituting this relationship into eq. 1, and .ߤ
carrying out algebraic rearrangement, yields  
                                                         ௖ܰߤ ൌ ଵݐ ൅ ଶݐ ൅ ଷݐ ൅ ڮ ൅ ே಴ݐ ൌ                                                              .௦ݐ
[2] 
The right-hand-side of Eq. 2 equals the average synthesis time of the transcript, denoted by ݐௌ. 
Therefore, the Law of Large Numbers predicts that ݐௌ ൌ ௖ܰߤ. That is, if you double the length of a 
coding sequence (i.e., double ௖ܰ), you will double the time it takes to synthesize the protein. Thus, the 
Law of Large Numbers predicts the linear scaling relationship we have observed in Figs. 2 and S6 [40]. 
 To test if the Law of Large numbers is relevant to translation we examined its prediction that the 
average codon translation time per gene should converge towards the transcriptome-wide average 
codon translation speed as the coding sequence gets longer. We find that for all three organisms  ݐே಴തതതത 
converges towards ߤ as the transcript length increases (Fig. 3). Thus, the Law of Large Numbers 
provides a mathematical explanation for the origin of the scaling of synthesis time with transcript length. 
This also suggests that the estimation of the synthesis time of a protein using the transcriptome-wide 
average codon translation rate (Figs. 2D-DF) tends to be more accurate for longer transcripts.   
 
A near-random distribution of codon translation rates is the proximal cause of the scaling 
relationship with a strong correlation. The fact that some of the features of translation in our model 
follows the Law of Large numbers is not a satisfying explanation as it does not provide a physical 
explanation for the scaling relationship’s origin. However, an additional assumption of the Law of Large 
numbers – that the composition of codon translation rates in a coding sequence are randomly sampled 
from the population-wide distribution [45] – would provide such an explanation. This assumption 
predicts that the codon translation rates in a coding sequence are randomly sampled from the 
transcriptome-wide distribution of codon translation rates. As a consequence, the distribution of codon 
translation rates in a coding sequence should be statistically indistinguishable from the distribution of 
codon translation rates across all transcripts. We tested this prediction by calculating the percentage of 
transcripts for which this was the case using the two-sample Kolmogorov-Smirnov (KS) test [46]. We 
find that in E. coli, S. cerevisiae and H. sapiens, respectively, 77%, 55% and 35% of genes contain 
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distributions of codon translation rates that are indistinguishable from the transcriptome-wide 
distribution.  
 We next tested for the percentage of transcripts that have a near-random distribution of codon 
translation speeds, as the average translation speed of these transcripts would be highly similar to the 
transcriptome-wide average and contribute to the scaling relationship. To do this we used the Jensen-
Shannon divergence metric, which measures the similarity between two distributions, and defined a 
threshold for characterizing two distributions as highly similar (see Methods). We find that the 
distribution of codon translation rates in 81%, 91% and 94% of transcripts are highly similar to the 
transcriptome-wide distributions in E. coli, S. cerevisiae and H sapiens, respectively. Thus, in the vast 
majority of transcripts, codon translation rates are randomly, or nearly randomly, distributed between 
the different transcripts. 
 This finding explains the physical origin of the scaling relationship, and the near constant 
average codon translation rates between different genes in our simulations and observed in 
experiments [9]. Since codon translation rates are randomly distributed between transcripts, then it 
follows that for every fast-translating segment of a transcript there is just as likely to be a slow-
translating segment elsewhere along the same transcript. In this way, the average codon translation 
rate across a transcript never deviates far from the transcriptome-wide average translation rate. 
Consequently, an increase in the coding sequence length results in a directly proportional increase in 
the average synthesis time of the transcript. 
  
A near-random distribution of molecular determinants is the ultimate cause. The observation that 
the codon translation rates are randomly or near-randomly distributed across most transcripts suggests 
that the molecular factors determining codon translation rates should also be randomly distributed. If 
they are randomly distributed then each of these molecular factors must scale linearly with the length of 
coding sequence. We observe this is indeed the case for positively charged residues, proline resides, 
codons that take part in mRNA structure, and the number of times a particular tRNA molecule is called 
for by a transcript (Fig. 4). For example, for a lysine-carrying tRNA molecule, we find a correlation 
between the number of codon positions at which it is called and the transcript length (Rଶ ൐ 0.69, Fig. 
4(D)). More generally, for the 46 unique tRNA molecules in E. coli, the majority have an ܴଶ greater than 
0.6 (Fig. 4(E)).  
 Next, we examined how similar the distributions of molecular factors are to a true random 
distribution. We did this by constructing artificial coding sequences whose number and length equals 
that found in the organisms, but across which we randomly assigned the molecular factors found in the 
organism’s transcriptome. For example in E. coli there are 35,775 prolines in the 2,618 transcripts in 
our dataset. We randomly distributed these prolines across the 2,618 artificial transcripts, thereby 
maintaining the fraction of prolines found in nature. From these artificial transcripts we computed the 
distribution of each molecular factor present per 100 codons and compared it to the actual distribution 
found in E. coli. For codons that encode positively charged residues and prolines residues we find that 
the observed distributions and random distributions are similar (Figs. S8(A) and S8(B) [40]) in E. coli. 
And the distributions of codons that are decoded by the top-third, middle-third or bottom-third percentile 
of cognate-tRNA concentrations [10–13] are very similar to the random distribution (Figs. S8(D), S8(E) 
and S8(F) [40]). There is poor agreement, however, between the observed fraction of codons forming 
structure and the random distribution (Fig. S8(C) [40]). Similar results are found in S. cerevisiae (Figs. 
S9 and S10 [40]) and H. sapiens (Figs. S11 and S12  [40]). These results suggest that for most 
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transcripts, the molecular determinants of codon translation rates are randomly or near-randomly 
distributed between transcripts.  As a consequence, regardless of the coding-sequence length of the 
transcript, the overall effect of these molecular determinants across the transcriptome remains almost 
the same, resulting in a linear scaling of protein synthesis time with length of the coding sequence (Fig. 
2).   
 
Ribosome profiling experiments are consistent with near-randomly distributed codon 
translation rates. Ribosome profiling (Ribo-Seq) data can test our prediction that codon translation 
rates are randomly distributed between transcripts. Ribo-Seq is a next-generation sequencing 
technique that provides a measure of the number and location of actively translating ribosomes across 
the transcriptome at codon resolution. The signal from Ribo-Seq can be converted into an estimate of 
normalized individual codon translation rates across a coding sequence, as detailed in the Methods 
Section. Therefore, we tested whether the distribution of normalized codon translation rates in high-
coverage transcripts was statistically different from the distribution of codon translation rates from all 
the transcripts in our dataset. We find that 78% of the 199 high-coverage transcripts in E. coli, and 80% 
of the 1,255 high-coverage transcripts in S. cerevisiae, are statistically indistinguishable from their 
respective global distribution of codon translation rates (two-sample Kolmogorov-Smirnov test, Fig. 5). 
This indicates that despite any potential codon usage bias that may be present, codon-translation rates 
are randomly distributed across transcripts in these two organisms, resulting in an average gene 
translation speed which is very similar to the transcriptome-wide average translation speed. This is 
experimental support for one of the key conclusions of this study. 
 
In vivo fluorescent measurements detect a scaling relationship. While ribosome-runoff 
experiments have measured average codon translation rates, they did not measure the synthesis time 
of individual proteins from start to finish as they never reach a time point at which all the ribosomes 
have completed translation. A method for measuring synthesis times was published recently [47]. In 
that method, fluorescently-labelled antibodies bind to peptide epitopes that are genetically encoded in 
the gene of interest. By detecting the time-dependent appearance of fluorescent foci arising from the 
antibodies binding to nascent proteins during synthesis, the time it takes to synthesize the protein of 
interest can be measured. The synthesis time of three different proteins in U2OS cells has been 
measured in this way. Plotting these times versus coding sequence length results in a linear scaling 
between them (Fig. S13 [40]). While it would be ideal if many more proteins were measured in this way, 
these results are consistent with the main conclusion of this study that protein synthesis times are 
directly proportional to coding sequence length. 
 
Codon usage bias does not affect the linear nature of the scaling relationship. Our results would 
seem to contradict the observation that codon usage is non-random across genes [48–50]. In fact, only 
a small percentage of genes in organisms exhibit large codon usage biases. Plotting the distribution of 
Codon Bias Index (CBI) [51,52] values for the genes in E. coli and S. cerevisiae (Figs. S14(A) and 
S14(B) [40]) reveals that many genes have a CBI value near zero (i.e., random, or near random codon 
usage), however long tails toward higher CBI values are also present. To quantify the percentage of 
genes that have a large codon usage bias we utilized the observation that highly expressed genes tend 
to be enriched in optimal codons [53,54]. Taking the average CBI for these genes (Figs. S14(C) and 
S14(D) [40]), and subtracting off the standard deviation defines a threshold CBI value above which we 
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classify a gene as having a large codon usage bias. This threshold is 0.38 and 0.49 in E. coli and S. 
cerevisiae, respectively. Only 11% and 7% genes in E. coli and S. cerevisiae are above this threshold. 
Thus around 90% of genes in these organisms exhibit small to no codon usage bias, and therefore the 
global scaling relationship (Fig. 2) is not significantly affected by this subpopulation of genes with high 
codon usage bias. 
 Since highly expressed genes tend to have higher codon usage bias [53,54] we examined 
whether the scaling relationship persists for these genes. We find that indeed it does (Fig. S15 [40]), 
albeit with slightly faster average translation speeds. This means that the average codon translation 
rate is similar between highly expressed genes and suggests that the molecular factors are randomly 
distributed within those highly-expressed genes. The distribution from which these molecular factors 
are randomly sampled however, is slightly different from their transcriptome-wide counterpart, thus 
giving rise to a different average elongation rate in Fig. S15 [40].    
 
Discussion 
Despite the large variation in codon translation rates that can occur from one codon position to the next, 
and the codon usage bias that is present in the genomes of organisms, the average codon translation 
rate between most transcripts are highly similar. This was seen in previously reported Ribo-Seq 
experiments of mouse stem cells, as well as in our simulation results of the translation of cytosolic 
proteins in E. coli, S. cerevisiae and H. sapiens. Our results indicate that the molecular origin of this 
observation is that the determinants of translation speed (tRNA concentration, ribosome traffic, proline-
sequence motifs, charged residues in the exit tunnel, and mRNA structure) are near-randomly 
distributed between genes (Figs. 4, S8-S12 [40]). As a consequence, codon translation rates are also 
near-randomly distributed between transcripts, meaning that the number of fast-translating codons will 
be nearly equal to the number of slow-translating codons in most transcripts. Thus, the average codon 
translation rate per gene follows the Law of Large Numbers – converging towards the transcriptome-
wide average as transcript coding sequence length gets longer (Fig. 3) – and resulting in a narrow 
distribution centered on the transcriptome-wide average (Fig. S5 [40]). 
 There is experimental support for two key results from this study. Through an analysis of Ribo-
Seq data from E. coli and S. cerevisiae we have found that the distribution of ribosome density across 
individual transcripts is highly similar to the transcriptome-wide distribution of ribosome densities (Fig. 
5) – consistent with a near random distribution of codon translation speeds between transcripts. And in 
vivo measurements of protein synthesis times observe linear scaling with coding sequence length (Fig. 
S13 [40]). We also note that the analysis of the distribution of molecular determinants of translation 
speed (Figs. 4, S8-S12 [40]) comes solely from the experimentally determined genome sequences and 
tRNA concentrations. Thus, there is strong experimental support for the molecular origins and 
consequences we have identified. A potential point of confusion for readers is what we mean when we 
say there is a random distribution of factors, or codon translation speeds, across transcripts. If we were 
to artificially design a translation rate profile we would have to carry out two essential steps. First, we 
would need to pick out codon translation rates for each codon position in the mRNA sequence. Second, 
we would need to order those codon translation rates from the 5′ to 3′ end of the coding sequence. 
These two steps are independent, meaning both steps could be random, both could be non-random, or 
one could be random and the other not. For example, we could randomly select codon translation rates 
from a genome-wide distribution of the codon translation rates of the organism of interest, but we could 
then non-randomly order them within the coding sequence. In this paper, when we say factors (or 



 

Page 12 of 20 
 

speed) are randomly distributed across transcripts we are referring to the first step in this process. 
Thus, this study does not comment on whether codon translation rates or their molecular determinants 
are randomly distributed within a given coding sequence. Indeed, that question is not germane as the 
Law of Large numbers only requires that the first step be random, not the second step. What we have 
clearly established in this study is that the composition (not the ordering) of those speeds or factors is 
near-randomly distributed across transcripts.     
 A number of studies have found that translation elongation kinetics can influence the structure 
and function of some proteins [52,55,56]. When a small number of synonymous mutations are made at 
critical codon positions along a transcript, which changes the elongation rate but not the nascent 
protein’s primary structure, there can be dramatic changes in co-translational folding that results in 
more misfolding and decreased specific activity [52,56]. Indeed, there is evidence evolution may have 
encoded patterns of translation-elongation rate information in mRNA molecules to coordinate co-
translational processes to optimize the efficiency of protein maturation  [57]. Our results are not in 
contradiction with such findings as these observations indicate it is the non-random ordering of codon 
translation speeds within a coding sequence that is critical, not whether the composition is randomly 
sampled from the underlying transcriptome-wide distribution.  

While many of the molecular factors we examined were near-randomly distributed, there are 
clear examples of non-random distributions. For example, the distribution of the number of codons 
involved in mRNA structure in all three organisms is significantly different from their random distribution 
(Figs S8(C), S10(C) and S12(C) [40]). Structure formation involves interactions between nucleobases 
that are distantly separated along the mRNA sequence, leading to long range correlations that could 
contribute to this non-random distribution. Additionally, G-C rich portions of mRNA, which form more 
stable structure, could contribute as well [58]. We also find a non-random distribution of codons that call 
for tRNAs with high, medium and low abundance in H. sapiens (Figs. S12(D), S12(E) and S12(F) [40]). 
However, despite tRNA concentration being the most important determinant of codon translation rate in 
our model, we find a very strong correlation between the protein synthesis time and coding sequence 
length in H. sapiens (Fig. 2(C)). The reason for this is that the variation in the concentration of tRNA 
molecules in H. sapiens is significantly lower as compared to the E. coli and S. cerevisiae. The 
coefficient of variation for tRNA concentration in E. coli, S. cerevisiae and H. sapiens are 0.81, 0.71 and 
0.19, respectively [10,59]. Therefore, the non-random distribution of codons corresponding to the 
tRNAs with high, medium and low abundances does not significantly impact the average codon 
translation time of a transcript. For the same reason, we find the strongest correlation between the 
protein synthesis times and coding sequence length in biased translation rate profiles of H. sapiens 
(Fig. S7 [40]). For a few tRNAs, we also see a low ܴଶ correlation between coding sequence length and 
the number of times those tRNAs are called in a coding sequence (Figs. 4(E), S9(E) and S11(E) [40]). 
We find that the codons corresponding to the tRNAs with the five lowest ܴଶ correlations are on average 
used ten times less frequently than the rest of the other codons in E. coli and three times less 
frequently used in S. cerevisiae and H. sapiens. Therefore, despite their low ܴଶ values they do not have 
a significant effect on the scaling relationship.   
 Consistent with a near random distribution, we find that the variance in average codon 
translation time per transcript decreases with increasing transcript length (Fig. 3). However, 
evolutionary biases in codon usage are also likely to contribute to the variation in average translation 
speed of shorter transcripts away from the global mean value. For example, highly expressed genes 
tend to be shorter in length (average length of 233 versus 306 codons in E. coli, and 219 versus 533 
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codons in S. cerevisiae), and have stronger codon usage bias [7,8]. Additionally, shorter mRNA 
transcripts often have higher translation-initiation rates [60,61] suggesting there is a greater fitness 
benefit for biasing codon usage in such transcripts to efficiently use the pool of cellular ribosomes. 
Indeed, we find that highly expressed proteins have a faster translation speed in our model, but still 
maintain a linear scaling (Fig. S15 [40]), indicating that short, highly expressed proteins also have 
randomly distributed molecular factors, but that are being randomly drawn from a particular subset of 
the molecular factor/translation speed space. This is consistent with different evolutionary pressures 
shaping mRNA sequence evolution of highly and lowly expressed transcripts [62,63]. For these 
reasons, the results of this study also do not contradict the finding that codon usage bias plays a 
functional role in regulating gene expression [5,64,65] by, for example, ensuring the efficient use of 
ribosomes [66,67].  
  
 In principle, any non-random distribution of codon translation rates that does not depend upon 
transcript length could also give rise to a linear scaling of protein synthesis time with transcript length. 
For example, in this study, we created artificial transcripts that had biased translation rate profiles and 
found the synthesis time with transcript length could be described using a linear function. However, the 
important point to note is that these biased profiles resulted in a weak correlation, with ܴଶ as low as 
0.19. Thus, the very strong correlations we observe in the naturally occurring transcripts (ܴଶ>0.95) 
coupled with the near-random distribution of many molecular factors, is evidence that randomness, on 
average, plays a greater role than any non-random contributions to synthesis time. 
 The slope of the scaling relationship we have observed (Fig. 2) could be affected by changes in 
cellular condition. For example, an increase in the cellular concentration of guanosine triphosphate 
(GTP) molecule, which are hydrolyzed during translation [22,23], would uniformly increase the 
translation rate of each codon. This increase in codon translation rates would not affect their random 
distribution between different transcripts. Therefore, the scaling relationship would likely remain robust 
to such changes in cellular conditions. However, increased codon translation rates would tend to 
decrease the slope of the best fit line between protein synthesis time and the coding sequence length. 
 In our simulation model we accounted for the influence of five different molecular factors known 
to influence codon translation speeds. With rapid advances in experimental techniques that probe 
translation [47,68,69], and growing interest of the impact of translation kinetics on nascent protein 
behavior, it will undoubtedly be the case that additional factors that influence translation speed will be 
identified. We have demonstrated that the scaling relationship we have observed is robust to changes 
in which factors are modeled and which are not. Thus, even if new factors are identified in the future, it 
is likely that the conclusions of this paper will remain unchanged.  
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Figure 1: Illustration of the र-TASEP model and its parameterization. A ribosome initiates 
translation with rate ߙ when the first five codon positions after the start codon are not blocked by 
another ribosome. The ribosome translates the ݆௧௛ codon position with rate ߱ሺ݆ሻ when no downstream 
ribosome occupies ሺ݆ ൅ 10ሻ௧௛ codon position and terminates the translation process with rate ߚ. tRNA 
abundance, mRNA structure, proline residues at ribosome A and P site and positively charged residues 
affect the translation rate of a codon and are accounted for in the model. Ribosomes in green and light-
red color are translating optimal and non-optimal codons, respectively, whereas the ribosome colored in 
dark-red is sterically blocked by a downstream ribosome.  
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Figure 2:  Synthesis time of proteins scale linearly with coding sequence length. Average 
synthesis times of proteins as a function of the length of the corresponding coding sequence are 
plotted, respectively, for E. coli, S. cerevisiae and H. sapiens in (A), (B) and (C). The cumulative 
probability distribution of the percent error in the predicted synthesis times is plotted in (D), (E) and (F) 
for E. coli, S. cerevisiae and H. sapiens, respectively. 
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Figure 3: Average translation time of a gene follows the Law of Large Numbers. The average 
codon translation time of a transcript versus gene length for E. coli, S. cerevisiae and H. sapiens in (A), 
(B) and (C), respectively. Results are from Monte-Carlo Simulations of the translation process. The 
dotted lines represent the transcriptome-wide average codon translation time in these organisms. 
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Figure 4: The molecular determinants of codon translation speeds scale linearly with coding 
sequence length in E. coli. The number of codon positions that encode positively charged residues, 
proline residues, and those codon positions that take part in mRNA structure are plotted against the 
coding sequence length in (A), (B) and (C), respectively. The occurrence of codon positions in a 
transcript that pair with a tRNA whose anti-codon is UUU and carries a lysine amino acid is plotted 
against the transcript length (D). A histogram of the correlation coefficient ܴଶ between the transcript 
length and the number of codon positions in a transcript that pair with 46 unique tRNA molecules in E. 
coli are plotted in (E). 
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Figure 5: Comparison between the distribution of normalized codon translation rates in an individual 
gene with the global distribution of codon translation rates. (A) The distribution of codon translation 
rate for rplO E. coli gene and global distribution of codon translation rates in E. coli were plotted in black 
data points and red bars, respectively. (B) Same as (A) except for gene MRPL25 in S. cerevisiae.  
 


