
This is the accepted manuscript made available via CHORUS. The article has been
published as:

Interfacial mixing in high-energy-density matter with a
multiphysics kinetic model

Jeffrey R. Haack, Cory D. Hauck, and Michael S. Murillo
Phys. Rev. E 96, 063310 — Published 21 December 2017

DOI: 10.1103/PhysRevE.96.063310

http://dx.doi.org/10.1103/PhysRevE.96.063310


Interfacial mixing in high-energy-density matter with a multiphysics kinetic model

Jeffrey R. Haack
Computational Physics and Methods Group, Los Alamos National Laboratory, P.O. Box 1663, Los Alamos, NM 87545

Cory D. Hauck
Computational and Applied Mathematics Group, Oak Ridge National Laboratory, P.O. Box 2008, Oak Ridge, TN 37831

and Department of Mathematics, University of Tennessee, Knoxville, TN 37996

Michael S. Murillo
Department of Computational Mathematics, Science and Engineering,

Michigan State University, East Lansing, Michigan 48824
(Dated: December 7, 2017)

We have extended a recently developed multispecies, multitemperature BGK model [Haack et
al., J. Stat. Phys., 168, (2017)] to include multiphysics capabilities that enable modeling of a
wider range of physical conditions. In terms of geometry, we have extended from the spatially
homogeneous setting to one spatial dimension. In terms of the physics, we have included an atomic
ionization model, accurate collision physics across coupling regimes, self-consistent electric fields,
and degeneracy in the electronic screening. We apply the model to a warm dense matter scenario
in which the ablator-fuel interface of an inertial confinement fusion target is heated, similar to the
recent molecular dynamics study in [Stanton et al., submitted to PRX], but for larger length and
time scales and for much higher temperatures. Relative to this study, the kinetic model greatly
extends the temperature regime and the spatio-temporal scales over which we are able to model. In
our numerical results we observe hydrogen from the ablator material jetting into the fuel during the
early stages of the implosion and compare the relative size of various diffusion components (Fickean
diffusion, electrodiffusion, and barodiffusion) that drive this process. We also examine kinetic effects,
such as anisotropic distributions and velocity separation, in order to determine when this problem
can be described with a hydrodynamic model.

I. INTRODUCTION

Inertial confinement fusion (ICF) targets consist of a
quantity of deuterium-tritium fuel surrounded by a shell
of relatively higher Z material that symmetrically com-
presses the fuel to densities that are high enough to en-
able thermonuclear fusion reactions [1, 2]. ICF exper-
iments span a wide range of density and temperature
scales, from cryogenic temperatures at pre-shot to tem-
peratures on the order of several kiloelectronvolts dur-
ing burn. Degradation of the predicted fusion yield in
ICF implosions is generally attributed to mixing of the
shell material with the fuel, where energy losses through
bremsstrahlung inhibit the sustained reaction. Hydrody-
namic instabilities have long been viewed as a primary
cause of this mix [3]. However, it has been shown in ex-
ploding pusher ICF experiments that such instabilities
are not enough to explain the mix seen experimentally
[4–6]. Plasma physics phenomena have been suggested
to explain this, including barodiffusion at the fuel-shell
interface [7, 8], plasma ionic diffusion [4, 9, 10], and large
self-generated electric fields [8, 11]. However, it is unclear
what the relative importance of each of these terms is at
the various stages of the implosion.

Mixing at the fuel-shell interface in ICF has been stud-
ied with a wide variety of numerical methods and models.
Experiments are often simulated by radiation hydrody-
namics codes that account for mixing through the use of
subgrid turbulence models verified by neutral fluid exper-

iments [12–15]. However, these codes fail to capture both
plasma phenomena and so-called kinetic effects. By ki-
netic effects we mean deviations from equilibrium, which
can take the form of asymmetric distribution functions.
Furthermore, multicomponent flows introduce an addi-
tional source of nonequilibrium behavior, namely, devi-
ation from the mixture equilibrium. Plasma phenom-
ena includes self-consistent electric fields, a self consistent
ionization model, and electron degeneracy in the screen-
ing.

In an attempt to capture the plasma phenomena, con-
sistent hydrodynamic models have been derived [16–18]
for regimes where a fully kinetic description is not needed.
Fully kinetic simulations such as particle in cell (PIC)
methods [9, 19, 20] and Landau-Fokker-Planck models
[21, 22] can capture non-equilibrium effects, such as
Knudsen layers, and can explicitly incorporate a self-
consistent electric field. However, the validity of these
methods rests on the assumptions of low density and
high temperature (weak coupling), which may not be ap-
plicable at all stages of the experiment. Molecular dy-
namics (MD), which intrinsically captures atomic mix-
ing, dynamic many-body screening, partial ionization,
electric fields, and non-hydrodynamic features (e.g., non-
equilibrium distributions) can be used to obtain high-
fidelity transport coefficients [23, 24]. However, MD is
too computationally expensive to reach the time and
length scales of interest in a dynamically evolving sys-
tem due to the high densities and temperatures involved.
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To summarize, the ICF target interface problem re-
quires a model that can capture the kinetic effects caused
by potentially anisotropic distributions at the interface.
Additionally, the model must account for changes in the
ionization state, screening, and plasma coupling regimes
caused by the increase in temperature as the target
rapidly heats up. Finally, the model must provide results
at the time and length scales relevant to this process.

We propose to use a multispecies Vlasov-Poisson-BGK
(VBGK) kinetic model [25] in which the collision rates
are derived from Boltzmann cross sections computed us-
ing an effective potential approach [26] that accounts for
dynamic screening and has been verified through MD cal-
culations in weak to moderately strong coupling regimes.
This has advantages over other kinetic models, requiring
far less computation than full Boltzmann and Lenard-
Balescu approaches and avoiding the weak coupling as-
sumptions made in the Fokker-Planck approximation,
which is more applicable to the later stages of the ICF
implosion near burn. We also include evolving atomic
physics through the use of a multispecies Thomas-Fermi
partial ionization model [27, 28].

The remainder of the paper is organized as follows. In
Sec. II we present the multiphysics VBGK model. We
recall the conservative entropic BGK operator and the as-
sociated hydrodynamic equations, discuss collision rates
and their consequences on transport properties, present
the partial ionization model, and present several classi-
cal and quantum treatments for the Poisson equation. In
Sec. III we demonstrate the new method by modeling
a one dimensional ICF interface problem. We conclude
and discuss paths forward in Sec. IV.

II. THE MULTIPHYSICS KINETIC MODEL

In this section we describe the components of the mul-
tiphysics kinetic model. First, we recall the multispecies
BGK operator derived in [25] and the associated hydro-
dynamic equations. Then we discuss the incorporation
of the effective Boltzmann cross sections from [26] into
the BGK collision rates. Next, we compare the trans-
port coefficients for the VBGK equation with those of
an equivalent Boltzmann equation in the hydrodynamic
limit. We then give a description of the multispecies
mean ionization model and wrap up with a discussion of
models used to treat the Poisson equation.

The multispecies VBGK equation for a mixture of Ns

ion species is given by

∂fi
∂t

+ c · ∇xfi +
Zie

mi
E · ∇cfi =

Ns∑
j=1

QBGK
ij [fi, fj ], (1)

i = 1, . . . , N.

Here fi = fi(x, c, t) is the distribution of species i parti-
cles, with respect to the measure dxdc, located at posi-
tion x with microscopic velocity c at time t. The mean
ionization state of species i is given by Zi = Zi(x), and

e is the elementary charge. The electric field E is the
solution to the Poisson equation

− 1

4π
∇2

xφ =
∑
i

Zieni − ene, (2)

E = −∇xφ, (3)

where ne = ne(x, t) is the electron number density, the
form of which we will specify later.

Macroscopic variables are defined by moments of the
distribution functions fi. For each i, the number density
ni, mass density ρi, and bulk velocity vi are given by:

ni =

∫
fidc, ρi = mini, vi =

1

ρ

∫
micfidc, (4)

where mi is the particle mass for species i. The to-
tal number density n, total mass density ρ, and mass-
averaged, or mixture, velocity v are defined by the rela-
tions

n =
∑
i

ni, ρ =
∑
i

ρi, ρv =
∑
i

ρivi. (5)

The species temperature Ti and mixture temperature T
are given in energy units and are defined via the relations

3

2
niTi =

∫
mi

2
(c− vi)

2fidc, (6)

3

2
nT =

∑
i

∫
mi

2
(c− v)2fidc. (7)

A. The multispecies BGK operator

The operators QBGK
ij in (1) are defined as

QBGK
ij [fi, fj ] = νij(Mij [fi, fj ]− fi), (8)

where νij = νij(x) is the collision frequency for interac-
tions between species i and j and the Maxwellians Mij

are given by

Mij [fi, fj ] = ni

(
mi

2πTij

)3/2

exp

(
−mi(c− vij)

2

2Tij

)
.

(9)
The Maxwellians vary in space and time via the param-
eters vij = vij(x, t) and Tij = Tij(x, t) that depend on
fi and fj and are defined so that (i) conservation of mo-
mentum and energy hold for each species pair and (ii) the
BGK equation satisfies an analog of Boltzmann’s H The-
orem. These conditions lead to the following expressions
[25]:

vij =
ρiνijvi + ρjνjivj

ρiνij + ρjνji
, (10)

Tij =
niνijTi + njνjiTj
niνij + njνji

+
ρiνij(v

2
i − v2

ij) + ρjνji(v
2
j − v2

ij)

3(niνij + njνji)
.

(11)
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B. The hydrodynamic equations

For reference, the Navier-Stokes equations that corre-
spond to the VBGK equation in the fluid limit are given
by [25]

∂ρi
∂t

+∇ · (ρiv) +∇ · (ρiVi) = 0 (12a)

∂ρv

∂t
+∇ · (ρvv) +∇ · P =

∑
i

niZieE (12b)

3

2

(
∂nT

∂t
+∇ · (nTv)

)
+∇ · q + P : ∇v (12c)

=
∑
i

niZieE ·Vi, (12d)

where v is the mixture velocity defined in (5) and T is the
mixture temperature defined in (7). The pressure tensor
P is given by

P = pT − η((∇v + (∇v)T )− 2/3(∇ · v)I), (13)

where p = nT and η is the viscosity. The diffusion veloc-
ities Vi = Vi are given by

Vi =
∑
j

Dijdj , (14)

where Dij are the symmetric diffusion coefficients and
the diffusion driving forces dj are given by

di = ∇xi + (xi − yi)∇ log p+
ρi
p

Zie

mi
−
∑
j

yj
Zje

mj

E.

(15)
Here xj = nj/n is the atom fraction and yj = ρj/ρ is the
mass fraction. We refer to the first term in (15) as the
Fickean diffusion term, the second as the barodiffusion
term, and the third as the electrodiffusion term. The
heat flux q is given by

q = −K∇T +
5T

2

∑
i

niVi. (16)

where K is the thermal conductivity. The transport co-
efficients Dij , η, and K can all be derived from an un-
derlying molecular model.

C. Cross sections and transport coefficients

In this subsection , we use the effective potential cross
sections from [26] to define the collision rates νij in
(8). At the molecular level, binary interactions between
charged particles are screened by what is an inherently
many-body process. Screening is introduced into the
binary collision framework of the Boltzmann operator
through the use of effective potentials that are then used

to generate cross sections that can be used in the Boltz-
mann description. Unlike the bare Coulomb potential,
for which an exact but divergent analytic formula can
be derived [29], these cross sections must be evaluated
numerically.

In [26], numerical fits to the formulas for the momen-

tum transfer cross section σ
(1)
ij and the Chapman-Enskog

collision integrals Ω
(lm)
ij are given for dense plasmas [30].

These formulas are used to define transport coefficients
in the hydrodynamic limit and also arise in calculation
of momentum and temperature exchange rates. While
the Boltzmann description was originally derived in the
context of dilute gases, these cross sections extend the
validity of the Boltzmann framework to dense plasmas
and have been verified using molecular dynamics over a
wide range of plasma conditions. For more details, see
[26].

We define the collision rates used in the BGK operator
(8) by constraining them to match either the momentum
relaxation rate νMij or the temperature relaxation rate νTij
of the Boltzmann collision operator [25]. These rates are
given by

νMij =
1

ρi

128π2ninj(mimj)
3/2(ZiZje

2)2

3(2π)3/2µij(mjTi +miTj)3/2
K11(γij), (17)

νTij =
1

ni

256π2ninj(mimj)
1/2(ZiZje

2)2

3(2π)3/2(miTj +mjTi)3/2
K11(γij), (18)

γij =
2ZiZje

2(mi +mj)

2(miTj +mjTi)λeff
, (19)

for the momentum and temperature relaxation rates, re-
spectively. Formulas for the nondimensional collision in-
tegrals K11 [31] and the effective screening length λeff

are given in [26]. In the remainder of the paper, we re-
fer to the BGK operator using the momentum relaxation
collision rate (17) as BGK-EM, and the one using the
temperature relaxation collision rate (18) as BGK-ET.

To get an idea of how the BGK approximation affects
the hydrodynamic limit, we make comparisons between
the transport coefficients derived in [25], corresponding
to the multispecies BGK model, and those derived by
Stanton and Murillo (SM) in [26] for the Boltzmann equa-
tion using effective potential cross sections.

A priori we expect the BGK diffusion coefficient to
have a similar value to the Boltzmann diffusion coefficient
because they use the same cross sectional data, i.e. Ω

(11)
ij .

Indeed, the formula for the diffusion coefficient in [26] is

Dij =
3T

16nµijΩ
(11)
ij

=
3T 5/2

16
√

2πµijnZ2
i Z

2
j e

4K11(g)
, (20)

where K11 is a non-dimensional fitting function related

to the the Chapman-Enskog collision integral Ω
(11)
ij by

Ω
(nm)
ij =

√
2π

µij

(ZiZje
2)2

T 3/2
Knm. (21)
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This same function is used in the definition of the col-
lision rates for the BGK-EM and BGK-ET models (see
(17) and (18)). However in the Boltzmann description,
transport coefficients such as the viscosity η and ther-
mal conductivity K use the Chapman-Enskog collision

integrals, Ω
(22)
ii . The mixture viscosity η and thermal

conductivity K formulas are built using the individual
species viscosities ηi and thermal conductivites Ki:

ηi =
5T

8Ω
(22)
ii

=
5
√
miT

5/2

16
√
πZ4

i e
4K22(g)

, (22)

Ki =
75T

32miΩ
(22)
ii

=
75T 5/2

64
√
πmiZ4

i e
4K22(g)

. (23)

For more details on how these are combined to make the
mixture viscosity and thermal conductivity, see [26] and

[30]. Note that the values of Ω
(22)
ii are not accounted for

when defining the collision rates in the BGK model.
It is convenient in what follows to investigate the be-

havior of transport coefficients in terms of two dimension-
less parameters [26]. The first parameter is the Coulomb
coupling between species i and j, which is a measure
of the ratio of average potential to kinetic energy. It is
given by Γij = ZiZje

2/atotT , where the total ion-sphere

radius atot = (3/4πn)1/3 is used to estimate the spac-
ing between the particles. The second parameter, which
measures electronic screening, is given by κ = atot/λe.
We plot the nondimensional transport coefficients

D∗12 =
D12

ωpa2
tot

and η∗ =
η

miniωpa2
, (24)

where ωp is the plasma frequency, versus these two pa-
rameters.

We first compare the interdiffusion coefficient of the
SM and BGK models for a binary mixture of hydrogen
and helium relevant to stellar interiors [32]. In this case
there is no electron screening, and we assume a 50-50
mixture of fully ionized hydrogen and helium. In Fig. 1
we plot the nondimensionalized diffusion coefficient D∗12

versus the coupling parameter Γ12. In this case, BGK-ET
gives exactly the same result as the Boltzmann model,
while the BGK-EM model under-predicts the diffusion
coefficient with a relative error of 36%.

Next we compare the viscosity coefficient of the BGK
and SM models for a single-species hydrogen plasma. Be-
cause the BGK collision rates in (17) and (18) do not

take in to account the term Ω
(22)
11 in the SM viscosity for-

mula from (22), we expect some disagreement between
the models. In Fig. 2, we compare η∗ for varying Γ and
with κ = 1. For same-species collisions the BGK-EM
and BGK-ET collision rates are identical, so only one
BGK plot is shown. In this case, the BGK model under-
predicts the viscosity by 20-24% but follows the trend of
the SM model and the MD, for low coupling parameters.

Finally we compare the thermal conductivity coeffi-
cient of the BGK model to the SM effective potentials

FIG. 1. Interdiffusion coefficient. Shown are the pre-
dictions of the nondimensionalized interdiffusion coefficients
D∗

ij for a mixture of hydrogen and helium over a range of
Γ. The BGK-ET model (small circles) coincides with the SM
model (solid line), and the MD results (large circles), which
is expected since the formulas are based on the same collision

integral Ω
(11)
ij . The BGK-EM model (plus symbols) predicts

less diffusion than the SM model. However, it tracks the trend
of the MD results into the moderately coupled regime, unlike
the classical Coulomb logarithm theory (dashed line)

FIG. 2. Viscosity coefficient. Shown above are predic-
tions of the nondimensionalized viscosity η for a hydrogen
plasma over a range of Γ. The BGK model (lower, blue
line) again predicts a smaller transport coefficient, but fol-
lows the trend of the SM model (upper, black line). (In the
single species case, the BGK-EM and BGK-ET versions are
the same.) Both the BGK and SM models fail to capture
the turning point of the viscosity for stronger coupling that
is seen in the MD results (large circles).
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model for the same single species hydrogen plasma. As
in the viscosity case, we do not expect exact agreement
since the BGK model does not have the information from
Ω

(22)
11 built into it. The BGK model underpredicts the

thermal conductivity by 28-29%.

The differences in transport coefficient are a natural
consequence of how the BGK operator is constructed, as
there are only so many constraints that one can use in
defining the model [25]. One possibility for improving
the BGK coefficients is to use an ellipsoidal, or ES-BGK,
model [33], where the spherically Maxwellians in (8) are
replaced by possibly anisotropic gaussians, which adds
additional degrees of freedom to the target distributions.
This topic will be explored in future work.

D. Mean Ionization State in Mixtures

One of the simplest models for determining the mean
ionization state Zi of a single species plasma is the
Thomas-Fermi model. In this model, Zi = Zi(ni, Te)
is expressed as a function of the number density ni and
electron temperature Te by calculating the atomic struc-
ture of a charge-neutral spherical shell. The number den-
sity affects this calculation by adjusting the size of the
bounding shell, and the ionization state is determined in
terms of the electron density on the shell. To further sim-
plify this calculation, a fit to the Thomas-Fermi model
for the ionization state was given in [34]. Despite the
relative simplicity of this model compared to more com-
plete atomic structure models, it is nevertheless accurate
over a wide range of parameters; see [35].

Here we build on this single species representation to
derive an analogue in the multispecies setting. For each
species, we determine the partial ionization using the
single species Thomas-Fermi model, with two additional
considerations. First, the ion sphere radius must take
into account the number density of each species in order
to more correctly capture pressure ionization effects. In
addition, we require that the free electron density is uni-
form beyond the ion spheres for each species. Thus we
require

Zi

Vi
=
Zj

Vj
, ∀i, j, (25)

where Vi is the volume of the ion spheres associated with
species i and Zi = Zi(n1, ..., nN , Te). To complete the
system, we add the volumetric constraint∑

j

njVj = 1. (26)

The nonlinear system (25)-(26) is solved with an iterative
method. For more details and the specific algorithm used
to solve (25), see [27].

E. Electronic Charge Density Models

The models considered in the present work do not ex-
plicitly model electrons as a dynamically evolving species.
Rather, they are treated in the zero mass limit where
they implicitly follow the ion dynamics, forming screen-
ing clouds that modify the bare ion-ion interactions.
There are many modeling choices that can be made for
the electronic densities. In an effort to understand the
model’s sensitivity to these choices more deeply, we con-
struct four separate treatments of the electronic density:
(1) the classical Poisson-Boltzmann model (PB), (2) the
quantum Poisson-Thomas-Fermi model (PTF), (3) the
(linear) Debye-Hückel model (DH), and (4) a linearized
Thomas-Fermi model (LTF). In general the PTF model is
expected to have the highest fidelity because of its treat-
ment of partial degeneracy and the fact that the other
models rely on linearized approximations. In the classi-
cal limit it recovers the PB model, and when a lineariza-
tion of that is valid, it recovers the DH model. Because
it is also possible that the screening is linear, but with
partially degenerate electrons, we include the LTF. It is
also possible to describe correlations beyond these mod-
els using, for example, integral equation approaches such
as the hypernetted chain approximation [36]; for exam-
ple, the V-BGK approach could be modified to include
the radial distribution function [37] in the electric field
term [38], but we leave these extensions to future work
and explore just these four models.

1. Poisson-Boltzmann model (PB)

In the thermal equilibrium, classical, mean-field limit
we obtain the (non-linear) electronic number density

ne = ne0exp(eφ/Te), (27)

where Te = Te(x, t) is the electron temperature and ne0

is a parameter that ensures the conservation of electron
number. In this paper we approximate it as the average
electron number density of the entire system. By we
inserting the formula in (27) into the Poisson equation
(2), we obtain the “Poisson-Boltzmann” equation [39]

−∇2
xφ = 4πe

(∑
i

Zini − ne0exp(eφ/Te)

)
. (28)

When coupled with the equations of motion for the ions,
(28) induces screened ionic interactions in a classical,
non-linear fashion.

2. Debye Hückel model (DH)

To understand the role of non-linearity in electronic
screening, we also examine the linear limit of (27), which
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can be significantly faster to compute. In this limit, the
electron density (27) has the expansion

ne ≈ ne0(1 + eφ/Te) (29)

that, when subsituted into (28), results in a linear
Helmholtz equation

−∇2
xφ+

4πne0e
2

Te
φ = 4πe

(∑
i

Zini − ne0

)
. (30)

This equation recovers the classical (i.e., Debye-Hückel)
electron screening length λ−2

e = 4πne0e
2/Te.

3. Poisson-Thomas-Fermi model (PTF)

Many dense plasmas are created from rapidly heated
solids and are therefore partially degenerate at least for
times shortly after ionization. Degeneracy is most easily
modeled using the finite-Te Thomas-Fermi approach for
which the electronic density has the form

ne =
2(2πmeTe)

3/2

(2π~)3
F1/2((eφ+ µ)/Te). (31)

The chemical potential µ, which we will define below,
enforces the mean number of electrons (usually by charge
conservation), and F1/2 is a Fermi integral, defined as
[40]

Fj(x) =

∫ ∞
0

tj

et−x + 1
dt. (32)

By inserting the expression in (31) for ne into (2), we
obtain the nonlinear Poisson-Thomas-Fermi equation

−∇2
xφ = 4πe

(∑
i

Zini −
2(2πmeTe)

3/2

(2π~)3
F1/2((eφ+ µ)/Te)

)
.

(33)

4. Linear Thomas-Fermi model (LTF)

The Poisson-Thomas-Fermi electron density (31) can
be linearized as

ne ≈
2(2πmeTe)

3/2

(2π~)3

(
F1/2(µ/Te) + F−1/2(µ/Te)(eφ/Te)

)
.

(34)
This formula, when substituted into (33), results in a
linear Helmholtz equation

−∇2
xφ+

8πe2(2πmeTe)
3/2F−1/2(µ/Te)

Te(2π~)3
φ (35)

= 4πe

(∑
i

Zini −
2(2πmeTe)

3/2

(2π~)3
F1/2(µ/Te)

)
,

that naturally recovers the Thomas-Fermi screening
length

λ−2
TF =

8πe2(2πmeTe)
3/2F−1/2(βµ)

Te(2π~)3
(36)

and is the arbitrary-dengeneracy generalization of the
Debye-Hückel result (30).

The chemical potential µ enforces global charge con-
servation across the domain in the PTF and LTF models.
Rather than using a global solve to find µ, we determine a
local value µj in each computational cell of the numerical
discretization by solving the nonlinear equation relating
ne and µ:∑

i

Zi(xj)ni(xj) = ne(xj) =
2(2πmeTe)

3/2

(2π~)3
F1/2(βµj).

(37)
The global value of µ used in (31) and (34) is taken to
be the average of these µj . In numerical tests this ap-
proximation has resulted in a negligible charge loss, with
a relative error of roughly 10−7.

III. NUMERICAL RESULTS

In this section we present numerical results for a 1D-
3V, ICF inspired interface scenario. ICF targets are of-
ten designed with an outer ablator shell that surrounds a
dense deuterium-tritium fuel layer. The ablator contains
non-fusion burning elements that are harmful to the ther-
monuclear burning of the fuel; worse, higher-Z elements
can radiate energy away from the fuel region. Thus it
is important to understand how ablator and fuel species
mix at the interface as the target is heated.

Initially on the left side of the computational domain
we have a CH shell material (a model for a plastic abla-
tor) that is doped with a small amount of oxygen, and
on the right side we have DT ice (see Table I for initial
number densities). We consider two problems: one with
a temperature range of 10-50 eV and the other a 100-300
eV range. In both cases, we focus on the evolution dur-
ing the early stages of the implosion. The ion species are
initialized as Maxwellians with zero bulk velocity and a
specified temperature, and energy is put into the system
through a specified electron temperature Te that affects
the electric field calculation and transfers energy to the
ions through an additional collision term:

QBGK
ei = νei(Mei(ne, Te)− fi). (38)

The electron number density ne is given by ne =∑
j Zjnj , and the electron-ion collision rate νei is calcu-

lated using a screened Coulomb cross section; the formula
for νei can be found in [25].

The VBGK equation (1) is solved numerically using a
second-order Strang splitting of the Vlasov operator

fi 7→ −c · ∇xfi −
Zie

mi
E · ∇cfi (39)
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and the BGK operator

fi 7→
∑
j

QBGK
ij . (40)

The Vlasov equation is solved using a standard second-
order finite volume method with the monotonized central
difference limiter [41]. The Poisson equation to determine
the electric field (see Section II E) is discretized to second-
order and solved with Newton’s method for the nonlinear
models PB (28) and PTF (33), and a linear algebra solve
for the linear models DH (30) and LTF (35). We use a
second-order SSP Runge-Kutta method [42] for the time
integration of each split step. For the 10-50 eV case, the
physical domain width is two microns (x ∈ [−1, 1]), and
the initial interface is located at the center (x = 0). We
use periodic boundary conditions and compute to a final
time of 10 ps. For the 100-300 eV case, we use a physical
domain size of 50 microns (x ∈ [−25, 25]), again with the
initial interface at x = 0, and compute to a final time of
50 ps.

The VBGK equation cannot simulate exactly the same
test problem formulated for the molecular dynamics
study in [27], which starts from a very low, nearly cryo-
genic temperature and ramps up to 50 eV. This is due to
the expense of numerically representing the distribution
functions across several orders of magnitude of temper-
ature, as one would need a grid that both resolves the
narrow peak of a cold distribution and is wide enough to
capture the tails of a hot distribution. Some approaches
exist for modifying velocity grids to account for this; see
[43, 44] for an interpolation approach for the 1V and 2V
single species BGK operator and [45] for a moment-based
rescaling of velocity space in the context of the Landau-
Fokker-Planck operator. This is an area that we intend
to explore further in future work. In contrast to MD
[27], the VBGK model can model much higher tempera-
ture plasmas for which MD is limited by timestep issues
associated with hard collisions and the large number of
interactions that must be considered, due to much weaker
screening.

In the numerical examples that follow, we simulate sys-
tems with a smaller relative change in temperature (10-
50eV, 100-300eV) that do not require excessive memory
costs. For the 10-50 eV case, we also present simulations
where the ion temperature is assumed to be instantly
heated to the maximum electron temperature, similar to
what was done in [27].

H C O D T
4.663 × 1022 6.305 × 1022 5.511 × 1020 2.994 × 1022 2.994 × 1022

TABLE I. Initial number densities for the interface problem.
Units are cm−3.

A. Electric Field comparisons

We begin by comparing the four treatments of the Pois-
son equation given in Sec. II E. We use the initial number
densities for the interface problem and initialize the ion
temperature at 10 eV. The background electron tempera-
ture is fixed at 10 eV for the entirety of the run. In Fig. 3,
we compare the nonlinear PB model with the nonlinear
PTF model at four different times. The linear versions of
these models, DH and LTF respectively, are not shown
as they are very similar to the PB case. There is a strong
electric field at the initial time for all of the models due
to the discontinuity at the interface, and a significant
electric field persists as the interface diffuses. The peaks
in the figures correspond to the shell-gas interface and a
wave in the gas that arises from compression. The PTF
model shows a much stronger electric field than the oth-
ers, while the PB and linear models mostly agree with
one another. While all of the models show a significant
electric field at later time, we use the PTF model in all
future calculations as it should give the largest and most
interesting possible electric field effects on the evolution
of the macroscopic variables.

FIG. 3. Electric field models. A comparison of the electric
field models is shown at 0 fs, 500 fs, 1 ps, and 5 ps for an
instantly heated 10 eV interface. The spike in electric field
due to the discontinuity at the initial time rapidly decreases
but the field strength remains significant. The PTF model
(green upper line) notably produces a much stronger electric
field than the PB model (brown lower line). The DH and
LTF solutions are excluded from the figure as they track very
closely to the PB profile.
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B. Interface at 10-50 eV

Next, we study the evolution of the interface in the
range of 10 eV to 50 eV. The ion temperature is initialized
at 10 eV, and the electron temperature is increased from
10 eV to 50 eV at a rate of 5 eV/ps. We use 256 points
in space and a 403 velocity grid, which is sufficient to
resolve the early and late time ion distribution functions,
and we use the PTF model (33) to model the Poisson
equation. For comparison, we also present the evolution
of the interface where the ion temperatures are initialized
at 50 eV and the electron temperature is fixed at 50 eV.
This mimics the ‘instant heating’ of the MD study in [27].

In Fig. 4 we show the species density profiles at 500 fs
and 10 ps. The hydrogen leads the carbon into the gas;
the effect is especially strong in the instant heating case.
At 500 fs, a shock appears to be forming in the DT gas,
just to the right of the interface, as it is compressed by
the moving shell material.

In Fig. 5 we show the species diffusion velocity profiles
at 500 fs and 10 ps. There is a significant separation from
the mixture velocity in the mixing layer. This indicates
that the usual single-velocity hydrodynamic approxima-
tion may not apply here, as the Chapman-Enskog ex-
pansion used to derive the Navier Stokes equations (12d)
requires that there are only small deviations from the
mixture velocity v.

C. Interface at 100-300 eV

Above 50 eV or so, MD is limited by timestep issues
associated with hard collisions as well as the increasing
computational cost caused by much weaker screening, as
each particle interacts with increasingly more particles
[27]. To demonstrate that the multispecies VBGK model
can reach time, length, and temperature scales beyond
those that MD is capable of, we consider the evolution
of the interface in the range of 100 eV to 300 eV. The
ion temperature is initialized at 100 eV, and the electron
temperature is increased from 100 eV to 300 eV at a
rate of 5 eV/ps. We use 128 points in space and a 403

velocity grid, which is sufficient to resolve the early and
late time ion distribution functions, and we use the PTF
model (33) for the Poisson equation. We extend the size
of the physical domain to 50 microns, and simulate the
interface dynamics to 50 ps.

In Fig. 6 we show the species density profiles at 5 ps
and 50 ps. As before, the hydrogen leads the carbon into
the gas, but the diffusion into the gas region is much
more rapid at higher temperature. Related to this, we
see a small but significant separation from the mixture
velocity in the mixing layer. In Fig. 7 we show the evo-
lution of the electric field at four different times. As in
the lower temperature case, the electric field remains sig-
nificant throughout the simulation. In Fig. 8 we show
the evolution of the carbon and oxygen ionization states
at four different times. There is a significant increase

in ionization over this temperature range, which affects
the collision rates and electric fields. At these tempera-
tures, the hydrogenic species are effectively fully ionized
for the duration of the simulation, so this information is
excluded from the figure.

D. Nonequilibrium flow features

Next we examine nonequilibrium features of the distri-
bution functions. To quantify non-equilibrium behavior,
we calculate for each species the ratio of the normal and
transverse temperature components Tx and Ty:

Ti,x =
1

ni

∫
mi

2
(cx − vi,x)2fidc (41)

Ti,y =
1

ni

∫
mi

2
(cy − vi,y)2fidc, (42)

where vi,x and vi,y are the x (normal) and y (transverse)
components of the species bulk velocity [46]. Because we
have already observed velocity separation between the
species, we use the species velocities vi rather than the
mass-averaged mixture velocity v to probe the distribu-
tion functions. Deviations from a Tx/Ty ratio of one in-
dicate a non-equilibrium distribution. In the left plot of
Fig. 9, we show the temperature component ratio at 5 ps
for this test case. There is some deviation in the leading
edge of the diffusing interface, suggesting a small kinetic
effect in this temperature range. For comparison, in the
right plot of Fig. 9 we plot the same interface problem
with a fixed background temperature of 20 keV, which
is on the order of the highest designed temperature for
ICF experiments. As expected there are larger devia-
tions from equilibrium in this regime, verifying that this
model does show kinetic effects in the regime where they
are expected.

We also computed third order (heat flux) and fourth
order moments of the distribution functions in the direc-
tion of the flow in order to determine whether the tails of
the distribution function were non-Maxwellian. Namely,

qi,x =

∫
mi

2
(cx − vi,x)(c− vi)

2fidc (43)

〈v4〉i,x =

∫
(cx − vi,x)4fidc. (44)

When compared to the exact solutions obtained from a
Maxwellian distribution, the differences were negligible.

In order to get a sense of the impact of kinetic effects
(or lack thereof) on the hydrodynamic variables, we com-
pare these results with those of a hydrodynamic solution
that is computed with a kinetic scheme [47]. This scheme
is implemented with the same VBGK kinetic code, but
is obtained by resetting each distribution function to its
associated Maxwellian at each time step. The result is
a multicomponent hydrodynamic scheme. In Fig. 10 we
compare the kinetic and hydrodynamic solution for the
100-300 eV ramp problem early in the evolution (500 fs),
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FIG. 4. Density evolution for 10-50 eV interface test problem. Number density plots are shown at 500 fs (first column)
and 10 ps (second column). The instant heating case (first row) shows a separation between the hydrogen (brown, lightest line)
and carbon (green, next darkest line) species, while this effect is somewhat less evident for the 10-50 eV temperature ramp case
(second row). In the 500 fs plots, there is a compression of the deuterium species (blue, darkest line) as the interface moves
into the gas portion of the domain. In the instant heating case at 10 ps, the simulation has run long enough that the data
from the right side of the domain has reached the shell-gas interface due to the periodic boundary condition. The tritium and
oxygen plots are excluded as there is very little tritium separation from the deuterium and the oxygen is a trace species.

when one would expect the kinetic effects to be strongest.
We use 128 points in space and a velocity grid of 403, but
now with a smaller spatial domain width of 10 microns.
As before, the initial interface is at x = 0. The largest
difference in the density profiles of the two solutions is
well below one percent in this case, which suggests at the
early stages of implosion a multicomponent hydrodynam-
ics method that is consistent with this kinetic model is
sufficient to model the dynamics.

To determine when kinetic effects begin to significantly
affect the solution, we compare in Fig. 11 the kinetic and
hydrodynamic number densities for the interface at 1 keV
20 keV. For the 1 keV case, we show the relative error
between the kinetic and hydrodynamic solution at 5 ps.
Within the mixing region, the errors remain reasonably
small, but this appears to be a transition point where a
kinetic description may begin to become necessary. At
20 keV, we see a clear difference in the solutions between
the two methods due to the strong kinetic effects that
are not captured in the hydrodynamic description.

E. Diffusion component comparisons

In the section, we present the relative sizes of the Fick-
ean diffusion, barodiffusion, and electrodiffusion terms in
the diffusion driving force (15). The formulas for these
three components are expected to be valid when in the
hydrodynamic limit. In Fig. 12 we show each component
for the 100-300 eV case at 1 ps for shell hydrogen, shell
carbon, and deuterium gas, respectively.

Recall that we use the PTF model for the Poisson term
as it should have the greatest effect on the significance of
the electrodiffusion term. In both the hydrogen and car-
bon shell materials, the Fickean diffusion term is most
significant; however, there are nontrivial contributions
from the barodiffusion and electrodiffusion. In particu-
lar for hydrogen, electrodiffusion is nearly as strong as
the Fickean term. For the gas species at the interface,
Fickean diffusion is the dominant contribution to the dif-
fusive flux, while there is a slightly smaller but nontrivial
contribution due to barodiffusion. However, the electrod-
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FIG. 5. Diffusion velocity evolution for 10-50 eV interface test problem. The normalized diffusion velocities (vi −
v0)/vth,i are shown for hydrogen (brown, lightest line), carbon (green, next darkest line), and deuterium (blue, darkest line) at
500 fs (first column) and 10 ps (second column). For reference, the number densities are shown in the background as dashed
lines. In both the instant heating (top row) and 10-50 eV ramp cases (second row), there are large deviations from the mixture
velocity inside the mixing layer, which shows that the usual Chapman-Enskog transport theory does not apply.

iffusion and barodiffusion terms are much smaller than
the Fickean term further into the gas material.

IV. CONCLUSION AND OUTLOOK

In summary, we have extended the multispecies, multi-
temperature BGK model from [25] to include additional
multiphysics capabilities for more realistic simulations of
dense plasma environments. The new model allows for
higher-Z elements that can ionize/recombine during the
dynamics, incorporates one-dimensional slab geometries
with the inclusion of a Vlasov term, accounts for partially
degenerate electrons through a modified Poisson equa-
tion, and uses collision rates derived from pre-computed
screened Coulomb cross sections that are accurate for a
wide range of plasma parameters.

Numerical results were obtained using a second-order
finite volume method. When compared to recent studies
using molecular dynamics [27], we are able to simulate
over large domains, longer times, and at higher temper-
atures. However, unlike the MD simulations, the kinetic

model has difficulty representing distribution functions
with temperatures that span several orders of magnitude
due to grid resolution constraints. Furthermore, the cryo-
genic temperatures at the start of the MD simulation are
in a temperature and density regime for which kinetic
theory is not appropriate. The changes to the initial
condition to the kinetic model result in much faster ini-
tial ion speeds, which make direct comparison with MD
results difficult. It should be pointed out that multi-
species BGK operator does have an advantage over a mul-
tispecies Boltzmann operator, [48] because each species
can have its own velocity grid. Species only interact with
each other through moments, rather than the direct in-
tegration of distribution functions in the Boltzmann op-
erator.

We applied the new model to a heated interface typi-
cal of the ablator-ice region in an ICF target at tempera-
tures ranging from tens to thousands of eV. In all cases,
there is a separation between the shell carbon and hy-
drogen species, with the lighter hydrogen jetting into the
fuel region, possibly due to strong and persistent electric
field effects. We also observed that there was diffusion
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FIG. 6. Density and diffusion velocity evolution for 100-300 eV interface test problem. Number density (first row)
and diffusion velocity vi − v0 (second row) plots are shown at 5 ps (first column) and 50 ps (second column). This simulation
reaches time, length, and temperature scales that would be infeasible for a molecular dynamics calculation.

velocity separation in the mixing layer. Next, we exam-
ined kinetic effects during the mixing. A ratio of tem-
perature components (parallel and perpendicular to the
interface) was used as a metric for non-Maxwellian be-
havior; we found that for temperatures up to 1000 eV,
the distribution functions in the mixing region remain
close to Maxwellian with respect to the direction normal
to the interface. These two observations imply that while
the distribution function may be near equilibrium in the
mixing region, a single velocity hydrodynamic model may
not be enough to describe the dynamics. Morever, a mul-
ticomponent hydrodynamics model with a self-consistent
electric field may be adequate for the early evolution of
ICF capsule implosion. Kinetic effects only became sig-
nificant at the very high temperatures expected later in
the experiment, when the plasma is burning.

One key driver of the hydrogen jetting is the persis-
tence of strong electric fields; we found that the nonlin-
ear Poisson-Thomas-Fermi treatment, which takes elec-
tron degeneracy into account, predicts the strongest elec-
tric field effects. Linearizing the PTF model results in a
weaker field that is qualitatively similar to the PB model.
This similarity is likely due to the fact that both models
tend to cause more screening than nonlinear, quantum-

based models. For hydrogen, the diffusion component
corresponding to the electric field was nearly as strong
as the Fickean diffusion term.

The new physics capabilities in the extended BGK
model, along with the reduced cost when compared to
other kinetic models or MD simulations, make it an at-
tractive choice to explore other phenomena in dense plas-
mas, including warm dense matter. Howover, the model
can be improved and applied to other applications in
many ways. For example, several natural extensions can
be made to the multispecies BGK operator by simply
following the developments found in the literature for
the single species BGK model. One attractive feature of
the single species model is that the collision term is easy
to compute with an implicit solver [49]. Generalization
of this procedure to the multispecies case would obvi-
ate the need to resolve the often restrictive collision time
scale, especially for collisions with electrons. Another
extension is to include additional degrees of freedom in
the target Maxwellians in (9) as is done in the ES-BGK
model [33]. We also plan to investigate methods that
alleviate the grid resolution problem mentioned in Sec.
III and thereby enable the representation of distributions
of very different temperatures. The results presented in
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FIG. 7. Electric field for 100-300 eV interface test
problem. The self-consistent electric field is shown at four
times: 0 fs, 5 ps, 25 ps, 50 ps. The electric field persists at a
similar order of magnitude for the entire simulation.

this paper should be corroborated with another code or
model, such as a Boltzmann or Fokker-Planck equation
consistent with these plasma conditions, as the higher
temperature test cases are beyond the range that MD
can simulate. Future work will also seek to model elec-
trons explicitly as one of the dynamical species; we will
seek to build effective potential collision rates [26] that
also include quantum effects to correctly model the elec-
tron interactions. Such a model would include additional
plasma properties, such as electronic thermal conductiv-
ity, in a self-consistent way and thus enable a wider range
of possible applications.

Finally, another possible addition to this model is the
inclusion of magnetic fields. This is a non-trivial addi-
tion, as it would both require solution of Maxwell’s equa-
tions rather than the relatively simpler Poisson equa-
tion as well as recomputing the transport coefficients and
adding the tensor character and additional dimensions re-
quired to the code. Furthermore, for many of the systems
for which it is appropriate to use a BGK description, the
gyrofrequency time scale is much longer than the colli-
sion time scale, so these effects may be less important.
For the ICF inspired experiment considered in this pa-
per, the magnetic fields would need to be on the order of
a gigaGauss for the gyrofrequency to be of similar order
as the collision frequency. Furthermore, the presence of
collisions may suppress the growth of self-generated mag-
netic fields for this problem [50, 51], though it is possible
that fields of this strength may arise in ICF experiments

FIG. 8. Ionization states for 100-300 eV interface test
problem. The ionization states of carbon (lower green line)
and oxygen (upper brown line) are shown at four times: 0 fs, 5
ps, 25 ps, 50 ps. The multispecies kinetic model dynamically
updates the ionization state, which affects both the electric
fields and the collision rates. The hydrogenic species ioniza-
tion states are all near unity in this density and temperature
range, so they are excluded from this plot.

[52]. For other applications such as magnetic confinement
fusion where the fuel number densities are much smaller,
or astrophysical applications, inclusion of magnetic fields
will obviously become more important and will be the
subject of future work.
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dashed lines in the background. This suggests that in the low temperature case, the distributions remain close to Maxwellian
in the mixing layer.

FIG. 10. Comparison of kinetic and hydrodynamic
number densities for the 100-300eV case. The rela-
tive difference of the number densities between the kinetic
solution and a multivelocity hydrodynamic solution is shown
for the 100-300 eV ramp test case. The relative difference in
number density for H (brown, lightest line), C (green, next
darkest line), and D (blue, darkest line) is shown at 500 fs. At
these low temperatures, a multivelocity hydrodynamics code
may be enough to accurately capture the dynamics.
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