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Massively parallel simulations of transport equation systems call for a paradigm change in al-
gorithm development to achieve efficient scalability. Traditional approaches require time synchro-
nization of processing elements (PEs) which severely restricts scalability. Relaxing synchronization
requirement introduces error and slows down convergence. In this paper, we propose and develop a
novel ‘proxy equation’ concept for a general transport equation that (i) tolerates asynchrony with
minimal added error, (ii) preserves convergence order and thus, (iii) expected to scale efficiently
on massively parallel machines. The central idea is to modify a priori the transport equation at
the PE boundaries to offset asynchrony errors. Proof-of-concept computations are performed using
a one-dimensional advection (convection) diffusion equation. The results demonstrate the promise
and advantages of the present strategy.

I. INTRODUCTION

Massively parallel computing capability has the po-
tential to reduce the computational elapse time of sim-
ulating large-sized complex physical systems. However,
computing time-evolution of transport equations repre-
sents a special challenge. Such systems require overhead
communication for synchronization among processing el-
ements (PEs). Although advances in modern hardware
and software have made it possible to communicate asyn-
chronously [1], mathematical level global synchronization
is still a requirement for current numerical schemes. This
imposed synchronization increases the idle wait time of
PEs. Also, hardware and software failure rates increase
with increasing number of PEs [2] further adding to the
PE load imbalance. Thus, the requirement of global syn-
chronization throughout the computational domain leads
to poor scaling characteristics with increasing system size
[3, 4]. These imbalances become especially critical at ex-
ascale computing where millions of cores are expected to
operate synchronously [5]. Aditya et al. [6], show that
the distribution of delay among processors widens as we
increase the number of PEs. Therefore, it is important
to develop computational strategies that tolerate asyn-
chrony among PEs.

Typical synchronous computations (traditional meth-
ods) of transport equations incur truncation and round-
off error. Asynchronous computations which relax the
mathematical level synchronization develop additional
error due to the delay at PE boundaries called the delay
error, Fig. 1. Currently a few numerical schemes have
been developed to improve the accuracy of asynchronous
computations. Recently developed asynchrony-tolerant
numerical scheme [7] and the delayed difference scheme
[8] attempt to counteract the delay error due to asyn-
chrony by modifying the discretization scheme. However,
the delay error still continues to be significant. Moreover,
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FIG. 1: Schematic of synchronous and asynchronous (in
italics) errors. Logic of proxy equation is also shown.

these approaches present difficulty when adapting exist-
ing solvers to asynchronous computations. Modified nu-
merical schemes also increase the stencil size which adds
to the communication time.

In this paper, we present an alternate approach to mit-
igate the effect of asynchrony. We start with the tenet
that the function of asynchrony-tolerant computational
strategy is to render the delay error to be of a lower or-
der than the synchronous discretization error. To accom-
plish this, we propose modifying the governing equation
as a function of delay, rather than changing the numerical
scheme. The proposed modification is conceptually sim-
ilar to the work of Warming [9] and VonNeumann [10].
In that case, the modification was introduced to under-
stand/improve robustness and stability of a synchronous
scheme. In this paper, we develop the modified or proxy
equation for the purpose of offsetting delay errors. The
italicized (and red) parts of Fig. 1 identify the logic of
the proxy equation approach.
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II. PROXY EQUATION METHODOLOGY

The advection (convection) diffusion reaction equation
represents one of the most common transport system in
physics and engineering. Of these three effects, advec-
tion and diffusion include spatio-temporal communica-
tion and reaction is typically a local process. Thus, in
this paper we will restrict ourselves to advection and dif-
fusion phenomena as described by

∂ui
∂t

= −cj
∂ui
∂xj

+ α
∂2ui
∂xj∂xj

(1)

where ‘cj ’ represents the wave speed in each direction and
‘α’ represents the diffusion coefficient or viscosity. We
will first consider the linear case wherein cj is constant
and then proceed to the non-linear case.

We analytically characterize the effect of asynchrony
on advection and diffusion processes in isolation by exam-
ining the one-dimensional wave and diffusion equations

∂u

∂t
= −c∂u

∂x
leading to u(x, t) = Aeιλ(x−ct)

∂u

∂t
= α

∂2u

∂x2
leading to u(x, t) = Aeιλxe−αλ

2t.

(2)

The exact solutions of wave and diffusion equations are
indicated for the initial condition of u(x, 0) = Aeιλx.
Here ‘λ’ is the wavenumber of the initial field. Now,
let us examine the computational solution of the above
equations wherein a time delay of δt is introduced. Un-
der delay conditions, the solution has to be inferred from
the time instance t− δt. From the form of the analytical
solution it is evident that the effect of the delay error can
be completely offset, if the wave-speed c∗ and diffusion
coefficient α∗ are redefined to satisfy

ct ≡ c∗(t− δt) αt ≡ α∗(t− δt) (3)

leading to

c∗ ≡
c

1−D
α∗ ≡

α

1−D
. (4)

Here, D is the delay correction factor. Then the proxy
equation that can offset the delay effect can be written
as

∂u

∂t
= −c∗

∂u

∂x
and

∂u

∂t
= α∗

∂2u

∂x∂x
. (5)

Clearly, the correction is a function of the degree of de-
lay. This simple analysis demonstrates the manner of
modification needed to mitigate advection and diffusion
errors independently. We now proceed to derive the delay
correction factor for coupled computations.

III. CORRECTION FACTOR DETERMINATION

The exact delay correction factor, D is determined by
performing a truncation error analysis. Since the commu-
nication between PEs depend on the numerical scheme

used, D will vary with the scheme used as well as other
factors such as the problem parameters, degree of delay
and grid size. To illustrate the process, we proceed with
a one-dimensional advection (convection) diffusion equa-
tion

∂u

∂t
= −c∂u

∂t
+ α

∂2u

∂x2
(6)

using a basic forward in time and central in space (FTCS)
scheme. The synchronous stencil is

un+1
i − uni

∆t
= −c

uni+1 − uni−1
2∆x

+α
uni+1 − 2uni + uni−1

∆x2
+Ei

(7)
where Ei is the truncation error. To examine asyn-
chronous effects we use the analytical approach as estab-
lished in Donzis and Aditya [7]. Consider two processors

PE0 and PE1 wherein PE1 is delayed by k̃ timesteps
in comparison to PE0 (right processor delayed). The
advection-diffusion operator now has the form

un+1
i − uni

∆t
= −c

un−k̃i+1 − uni−1
2∆x

+α
un−k̃i+1 − 2uni + uni−1

∆x2
+Ek̃i .

(8)

Here Ek̃i , given by

Ek̃i =
∆t

2
ü+

(
c
∆x2

6
u

′′′
− α∆x2

12
u

′′′′
)

+(
k̃
α∆t

∆x2
− k̃ c∆t

2∆x

)
u̇+ ...,

(9)

is the total error. In Eq. (9), u̇ represents derivative in
time and u′ represents derivative in space. The number of
dots/primes depicts the order of the derivative. The first
part of the error is due to truncation while the second
part is the delay error. The delay error O(∆t/∆x2) is of
lower order than the truncation error O(∆x2), O(∆t) and
must be eliminated or reduced. The leading order terms
in the delay error involve u̇ which also appears in the
original equation. In order to reduce the delay error and
improve accuracy, the original equation can be modified
as (

1− k̃
(
rα −

rc
2

))
∂u

∂t
= −c∂u

∂x
+ α

∂2u

∂x∂x
. (10)

If the exact delays are known then Eq. (10) presents one
from of the proxy equation for Eq. (6). For a case where
exact delays are unknown, a similar approach can be ap-
plied using a probabilistic value for the delay. Eq. (10)
can be interpreted as either a system with added mass or
modified time scale. Effectively, the effects of asynchrony
are pre-modeled and corrected by adding inertia to the
system or by modifying the time scale near PE bound-
aries. The added mass coefficient or the delay correction
factor for a FTCS scheme is given by

D ≡ k̃
(
rα −

rc
2

)
, rα =

α∆t

∆x2
, rc =

c∆t

∆x
. (11)
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Another representation of the proxy equation can be ob-
tained by dividing though by (1−D) and can be written
as

∂ui
∂t

= − cj
(1−D)

∂ui
∂xj

+
α

(1−D)

∂2ui
∂xj∂xj

. (12)

Eq. (12) represents the form of the proxy equation in
line with the methodology discussed earlier. Here the
transport parameters (i.e. advection speed and diffusion
coefficient) are pre-corrected to reduce the errors due to
asynchrony.

The above calculations are based on a right delay as-
sumption. Performing a similar analysis for a left delay

shows D = k̃
(
rα+ rc

2

)
. So the delay correction factor for

a general 1D advection-diffusion equation solved using a
FTCS scheme becomes

D ≡ k̃
(
rα ±

rc
2

)
. (13)

For a three-dimensional transport equation Eq. (1),
the delay correction factor can be found in a similar man-
ner. For a FTCS scheme it is given by

D ≡
d∑
r=1

k̃r

(
rα,r ±

rc,r
2

)
, rα,r =

α∆t

∆x2r
, rc,r =

cr∆t

∆xr

(14)
where ‘d’ is the spacial dimension of the problem. Since
this approach removes the leading order delay error, the
order of accuracy of asynchronous computations improve
by one. Higher order corrections will be considered in
the future. Also, the method as presented cannot be ap-
plied in the presence of sharp discontinuities like shocks.
However, for those cases a similar philosophy can be used
with a different pre-correction factor. In the present work
we have only addressed well-behaved functions, as have
previous works in literature.

IV. STABILITY ANALYSIS

Since a delay appears only at PE boundaries, perform-
ing an exact stability analysis is difficult. In order to
determine a hard upper bound we consider the limiting
case where delay appears at all grid points. We will focus
on the stability of the proxy equation under the∞-norm
[7].

The modified transport coefficients in the proxy equa-
tion are higher in magnitude compared to the original
which leads to a restricted stability range. Performing
some mathematical manipulation we can reduce the sta-
bility of the proxy equation (for the FTCS scheme) to be
as follows

rc,r
2
≤ rα,r

max
r=1,...,d

rα,r ≤
1

2d[1 + maxr(k̃r)]
.

(15)

(a)

(b)

FIG. 2: The delay error, Ek̃i − Ei, for the original
equation (red squares) and the proxy equation (blue
triangles) at (a) tc/l = 0.08 (b) tc/l = 1.0. Simulation
parameters: N = 128, P = 4, c = 1, α = 0.01, rα = 0.1
with {p0, p1} = {0.3, 0.7}

For no delay or k̃r = 0, we recover the original stability
range. As the level of delay (k̃) increases, the stability
range becomes more restricted which also sets a limit on
the amount of delay that can be allowed. Other numeri-
cal approaches developed for asynchronous computations
also present a similar issue with stability of the system.
For stability, the upper bound in Eq. (15) is sufficient
but not necessary. A true upper bound can only be de-
termined numerically.

V. ILLUSTRATIONS

We now present proof-of-concept numerical simula-
tions using the one-dimensional advection-diffusion equa-
tion, Eq. (6) and its proxy equation, Eq. (12) with the
delay correction factor as in Eq. (13). Following Donzis
and Aditya [7] a periodic domain of size l = 2π is con-
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sidered with an initial condition given by

u(x, 0) =
∑
λ

A(λ) sin(λx+ φλ) (16)

i.e. a sum of sinusoidal waves. Here, λ is the wavenumber
with A(λ) and φλ the amplitude and phase angle of each
wave. The analytical solution to Eq. (6) with initial
condition as in Eq. (16) is given by

ua(x, t) =
∑
λ

e−αλ
2tA(λ) sin(λ(x− ct) + φλ). (17)

We analyze the asynchronous effects using a simi-
lar computational approach as established in [7]. The
results are presented for different grid sizes N =
{32, 128, 256, 512, 1024} and number of processors P = 4.
In [6], the authors examined the delay statistics showing
the most probable delay to be one until 128 processors.
Therefore, for these simulations the maximum allowable
delay is restricted to one. As a result, we will have two
delay levels i.e. a delay of one time step or no delay
at all. The delay is simulated in a manner identical to
[7] using random number generators: p0 represents the
probability of no delay and p1 represents the probability
of one timestep delay (p0 + p1 = 1.0). p0 = 1.0 is the
synchronous case and p0 = 0.0 corresponds to the most
asynchronous case. Results are presented for different
values of p0 = {1.0, 0.6, 0.3, 0.0} in increasing order of
asynchrony. Since the correction depends on the actual
value of the delay, the outcome of this method is indepen-
dent of the statistical description of the delay. Therefore,
changing the approach to simulate delay would not have
any effect on the findings of this paper. Ensemble aver-
ages are taken over different initial phases for estimating
order of error. Please refer to the FORTRAN code pro-
vided as supplemental material for further implementa-
tion details [11].

We present results for wavenumber, λ= 2. The plots in
Fig. 2 compare the delay error obtained when solving the
original 1D advection-diffusion equation, Eq. (6) and its
proxy equation Eq. (12) under asynchronous computing
using FTCS scheme at different times. The results clearly
show the delay error initially manifests as a spike at the
PE boundaries, slowly diffusing to interior grid points
after a few time steps. At initial times (tc/l = 0.08)
the delay error for the proxy equation is much lower in
magnitude, Fig. 2(a). Even when the simulation is run
for considerably longer duration (tc/l = 1.0), the delay
error for the proxy equation stays considerably small in
comparison to the original, Fig. 2(b). In the present ap-
proach the delay error is neutralized as soon as it appears
near the PE boundaries and thus, it does not diffuse to
interior points at later time steps.

The scaling of average error (ensemble and space av-
erage) with increase in grid points (decreasing grid size)
is shown in Fig. 3. The errors are evaluated at normal-
ized time tc/l = 1.0. The synchronous case or p0 = 1.0

FIG. 3: Scaling of average error with number of grid
points for proxy equation and unmodified equation at
tc/l = 1.0 with rα = 0.1, c = 1.0, λ = 2 and α = 0.1. All
proxy equation solutions fall on the same line.

FIG. 4: Scaling of average error with number of grid
points for proxy equation and unmodified equation at
tc/l = 1.0 with rα = 0.1, c = 1.0, λ = 8 and α = 0.1. All
proxy equation solutions fall on the same line.

shows a second order scaling which is expected. Solving
the original equation asynchronously without modifica-
tion clearly shows a drop in the order of accuracy to first
order. However, when the proxy equation is used, the
order of accuracy remains second order recovering the
order of the original scheme. Fig. 4 shows the scaling
of average error at a higher initial wavenumber (λ = 8).
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(a)

(b)

FIG. 5: Delay error comparisons at tc/l = 1.0 for the
proxy equation (solid blue line) and the original
equation with (a) Asynchrony tolerant scheme, (b)
Delay difference scheme (dot dashed red). Simulation
Parameters: N = 128, P = 4, c = 1.0, α = 0.01,
rα = 0.1 with {p0, p1} = {0.3, 0.7}.

It clearly shows that even at higher wavenumbers the
proxy equation approach is valid and retains the order of
accuracy for asynchronous computations.

A. Error Comparisons

Fig. 5(a) compares the delay error of the proxy equa-
tion with the asynchrony-tolerant numerical scheme [7].
It clearly shows the delay error from the proxy equation
approach is much smother and also lower in magnitude.
Similar observations can be made when comparing the
delayed time difference scheme [8] with the proxy equa-
tion approach, Fig. 5(b). Overall, it can be seen that the
proxy equation approach is significantly better at captur-
ing the inherent physics of the problem.

FIG. 6: Scaling of average error with number of grid
points for proxy equation and unmodified Burgers
equation at tc/l = 1.0 with rα = 0.1 and α = 0.1. All
proxy equation solutions fall on the same line.

B. Non-Linearity Effects

Now we examine the effectiveness of the proxy equation
approach for a non-linear system using a one-dimensional
viscous Burgers equation given by

∂u

∂t
= −u∂u

∂t
+ α

∂2u

∂x2
. (18)

The corresponding proxy equation can be written as fol-
lows

(1−D)
∂u

∂t
= −u∂u

∂t
+ α

∂2u

∂x2
,

D = k

(
rα ±

ru
2

)
.

(19)

Fig. 6 shows average error scaling with grid resolution
for the proxy equation Eq. (19) and the Burgers equation
Eq. (18) under different levels of asynchrony. The results
for the unmodified equation, Eq. (18) again reduce to
first order while the ones for the proxy equation, Eq. (19)
remain at second order as expected. The synchronous
case is the red dashed line which is also second order.

This paper presents proof-of-concept simulations of the
proxy-equation approach. Implementation of the ap-
proach on a massively parallel machine will be under-
taken in collaboration with a computer science team
lead by the developers of STAPL [12] (Standard Tem-
plate Adaptive Parallel Library). STAPL is a frame-
work for developing parallel programming on shared and
distributed memory platforms. STAPL allows users to
achieve high scalability while hiding many details spe-
cific to parallel programming.
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VI. CONCLUSIONS

In summary, we developed a modified equation or
proxy equation approach to mitigate the effects of asyn-
chronous computations of transport equations on mas-
sively parallel computational systems. A physical frame-
work has been established to determine the degree of
modification as a function of time delay between the pro-
cessing elements (PEs). In principle, the proposed ap-

proach is similar to the technique of [9, 10] but with the
intent of improving accuracy in the face of asynchronous
computing. The proxy equation approach eliminates the
need for any changes at the numerical scheme level mak-
ing it easier to extend existing solvers to asynchronous
computations. The advantages of the approach are
demonstrated for both linear and non-linear advection-
diffusion systems.
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