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ABSTRACT 

Microstructural evolution during thermally-induced phase separation in a 

polymer solution with a highly asymmetrical miscibility gap is analyzed using 

Flory-Huggins thermodynamics and non-linear Cahn-Hilliard kinetics. Computer 

simulation results demonstrate that, in contrast to systems with symmetric miscibility 

gaps, new morphological evolution pathways (MEPs) including cluster-to-percolation 

(CTP) and percolation-to-cluster (PTC) transitions are identified. These MEPs are 

rationalized according to asynchronous evolution of the two product phases. For a 

highly asymmetric polymer system, the initial solution composition is also found to 

play a critical role in determining the MEPs. According to the simulation results a 

map of MEPs in terms of initial solution composition and aging time of phase 

separation is established to guide future microstructural design in asymmetrical 

polymer solutions. 
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1. INTRODUCTION 

Owing to the advantage of producing narrow pore size distribution and the 

easiness of processing, thermally-induced phase separation (TIPS) in polymer 

solutions has been used widely in synthesizing porous polymeric membranes, foams, 

and gels [1–6]. To date, considerable attentions have been given to the mechanisms 

underlying the formation of various distinctively different morphological patterns of 

the two-phase mixture during TIPS and the roles played by some of the core factors 

such as polymer concentration, quench depth and cooling rate [7–10]. Nevertheless, 

little study has been conducted on the difference in molecular weight (MW) or degree 

of polymerization (DP) of the co-existing phases in polymer solutions, especially its 

influence on morphological evolution. Experimentally, Matsuyama et al. [11] reported 

that as the MW of polypropylene decreased, the cloud point curve shifted to a lower 

temperature region and the morphology of the membrane changed from an 

interconnected structure to a cellular pore structure. However, the microstructural 

evolution during the early and intermediate stages of TIPS was not provided, which is 

critical to understand the formation of the final microstructure. In addition, the 

volume fraction of polymer was fixed and the influence of initial composition of the 

polymer solution on microstructure development was not studied. More recently, the 

effect of PVDF molecular weight on hollow fiber membranes synthesized by the TIPS 

technique was investigated [12]. However, only final morphologies formed at 

different MWs were shown and the morphological evolution process is lacking, which 

is important for precisely controlling the microstructure and properties of membranes. 
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Employing a numerical model of dissipative particle dynamics, Wang et al. [13,14] 

studied the effect of polymer MW (polymer chain length) on membrane formation, 

with a focus on the kinetic aspect and little attention on morphological evolution. In 

addition, this kind of particle-level model is limited to small number of particles and 

short time scales. 

For spinodal decomposition in metals and ceramics, it has been taken for granted 

that a percolated (or interconnected) microstructure forms for a critical quench while 

cluster-like (or droplet-like) pattern develops for an off-critical quench. This is also 

true for polymer blends where the MWs of components are all large and, thus, the 

miscibility gaps are symmetric or nearly symmetric. In contrast to metallic and 

ceramic materials as well as polymer blends, however, polymer solutions consist of at 

least two types of molecules with significantly different MW or DP, e.g., a polymer 

and its solvent, leading to strongly asymmetrical miscibility gaps [15]. Thus the 

knowledge developed based on spinodal decomposition in polymer blends (or 

metallic and ceramic systems) may break down when highly asymmetrical miscibility 

gaps are encountered in polymer solutions. The morphological evolution pathways 

(MEPs) during spinodal decomposition in systems having highly asymmetrical 

miscibility gaps could deviate significantly from those found in systems with 

symmetrical miscibility gaps, leading to drastically different microstructural patterns. 

Therefore, it is of great theoretical and technological significance to study 

systematically microstructural evolution during spinodal decomposition in a system 

having a highly asymmetrical miscibility gap in contrast to that in a system having a 
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symmetrical miscibility gap. This will allow us to develop fundamental understanding 

of the differences in terms of the microstructural evolution sequence in the two cases 

and making use of it to design novel polymeric membrane microstructures with 

unprecedented properties. So far, several experiments on morphological development 

in polymer solutions undergoing TIPS were reported [16–18]. However, little work on 

the MEPs at various polymer concentrations for a highly asymmetric polymer 

solution is carried out. On the other hand, many modeling works on the 

morphological evolution in polymer-solvent systems have been conducted using the 

Flory-Huggins (FH) theory [19–23], but most of the systems considered have rather 

low DP polymers (e.g., the DP is much less than 100) and thus less asymmetrical 

miscibility gaps because a high DP gives rise to numerical instability using the FH 

free energy model in simulations. Chan et al. [20,23] used the Galerkin finite element 

method to simulate microstructure evolution for polymer-solvent systems with 

asymmetrical miscibility gaps, but the value of DP considered is ~ 10. Using a 

molecular modeling, Termonia [24] also studied microstructural developments upon 

quenching in a polymer solution with a large DP of polymer. However, their attention 

was focused on the initial stage of the spinodal decomposition and only an off-critical 

composition was considered. 

In this study, microstructural evolution in a binary polymer-solvent system with a 

highly asymmetric miscibility gap and an upper critical solution temperature (UCST) 

is investigated numerically by using the Flory-Huggins theory for thermodynamics 

and nonlinear Cahn-Hilliard theory for kinetics. The thermodynamic parameters used 
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in the simulations are derived from the PMMA/cyclohexanol system and, thus, the DP 

of polymer in our simulations is chosen to be 100, which is close to the DP value of 

PMMA [25]. In order to bypass the numerical instability of the FH free energy model 

in a highly asymmetrical system, a polynomial free energy form fitted to the FH 

model is used. Various initial solution compositions including both critical and 

off-critical cases are considered in the simulations. The entire phase separation 

processes are documented and a MEP map is constructed to guide future 

microstructure design of polymeric membranes by TIPS. 

 

2. THEORETICAL MODEL AND NUMERICAL METHOD 

In the present study, we consider an incompressible polymer solution consisting 

of solvent A and polymer B with an UCST-type phase diagram, which has a 

well-defined free energy functional according to the gradient thermodynamics 

[26,27]: 

{ } 2( ) ( ) ( )
V

F c f c c dκ⎡ ⎤= + ∇⎣ ⎦∫r r                                     (1) 

where c is the concentration of solvent A, V is the total volume of the system and κ  

is the gradient energy coefficient characterizing contributions from concentration 

non-uniformity to the total free energy. The first term in the integrand is the local free 

energy density and can be approximated by the classical Flory-Huggins (FH) lattice 

theory [28–30]: 
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                        (2) 

where Bk  is the Boltzmann constant, T  is temperature, 0ν  is the volume of a 

polymer monomer (assumed to be same as the volume of a solvent molecule), χ  is 

the FH interaction parameter, AN  and BN  denote the DP of solvent A and polymer 

B, respectively. 

Since the present study focuses mainly on the effect of asymmetry of the 

miscibility gap on morphological pattern formation during the spinodal 

decomposition, the hydrodynamic effect is neglected. Under this condition, the 

kinetics of the phase separation can be described by the nonlinear Cahn-Hilliard (CH) 

diffusion equation [31,32]: 

( )( , ) ( , )
( , )

c t FM t t
t c t

δ ξ
δ

∂ = ∇ ⋅ ∇ +
∂
r r

r
                                (3) 

where ( )M t  is the chemical mobility and is assumed to be a constant in this study, 

ξ  is the Gaussian stochastic field representing the effect of thermal noise, which 

obeys the fluctuation-dissipation theorem [33]: 

2
B( , ) ( , ) 2 ( ) ( )t ' t' k TM ' t t'ξ ξ δ δ= − ∇ − −r r r r                           (4) 

By using the following scaling relations: *c c= , * 42t Mκt L= , *x x L= , 

*y y L= , *z z L= , *
cT T T=  and * 2

B c 0(2 )D k T L vκ= , where cT  corresponds to 

the critical temperature, and L is the length of the simulation cell, a dimensionless 

governing equation can be written as: 
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r  

(5) 

where the superscripted asterisks denote dimensionless quantities. In this study, a 

binary polymer solution system comprised of small molecule solvent A and polymer 

B with UCST is considered and the FH interaction parameter χ is 

temperature-dependent and has the form of 5.068 1900.6 Tχ = − +  [25]. The DPs of 

the solvent and polymer are chosen as NA = 1 and NB = 100, respectively. 

Equation (5) is solved numerically by using a second-order central difference 

method in real space and the Adams predictor-corrector scheme in time for a higher 

stability. The initial conditions are described by ( )* * * * *
0, 0c t c cδ= = +r , where *

0c  is 

the average solution composition and *cδ  represents infinitesimal random 

fluctuation. The initial state is obtained by averaging several independent simulation 

runs with different random numbers. A periodic boundary condition is imposed in 

each direction. The dimensionless sizes of simulation domains are set to be 256×256 

in 2D and 128×128×128 in 3D. For simplicity, the superscripted asterisks of the 

dimensionless parameters are neglected in the following sections. 

 

3. SIMULATED RESULTS 

In this study, all simulations are performed at the quench temperature T* = 0.95 

and the corresponding free energy density curve calculated according to the FH free 

energy model is shown in Fig. 1 by the blue curve. However, the numerical instability 
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arises from the logarithm term in the FH free energy model when the concentration 

approaches to 0 or 1. In order to circumvent this problem, a fitted polynomial function 

is adopted to replace the FH free energy density in the simulations, which is also 

presented in Fig. 1 by the red curve. Besides, the binodal, spinodal, and critical points 

calculated using the fitted polynomial function are marked in the polynomial free 

energy density curve, i.e., B1, B2, S1, S2, and C. The concentrations corresponding to 

B1, S1, C, S2, B2 points are 0.3790, 0.5288, 0.8457, 0.9276, and 0.9999. Moreover, 

the points from I to V represent the solution compositions investigated to reveal 

various MEPs. The concentrations corresponding to I, II, III, IV, and V are 0.58, 

0.6895, 0.74, 0.79, 0.92, respectively. 

 

FIG. 1. Free energy density curves obtained by the FH model (blue color) and the 
fitted polynomial (red color). B1, B2, S1, S1, C represent binodal, spinodal, and 
critical concentrations; I, II, III, IV, V are the characteristic compositions used to 
determine various MEPs. 
 

For comparison, two solutions with typical off-critical (at point II in Fig. 1) and 

critical (at point C in Fig. 1) compositions are first investigated. The dimensionless 

parameters used in the simulations are: D = 1.17, dt = 0.01, dx = dy = 1. The temporal 
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evolution of the microstructure is shown in Fig. 2 for former and in Fig. 3 in the latter, 

where the blue and red regions represent polymer-rich (α) and solvent-rich (β) phases, 

respectively. It can be seen from Fig. 2(a) that more or less equiaxed and discrete β 

droplets form first at t = 150. Then both the β droplets and α matrix evolve towards 

their equilibrium compositions, leading to a well-separated two-phase pattern at t = 

180 (Fig. 2(b)). In the meantime, some β droplets start to coalescence with their 

neighbors and become interconnected (see the rectangles at the upper-left corners of 

the simulated images in Fig. 2). Eventually, sausage-shaped β droplets (still discrete) 

embedded in a continuous α matrix is formed at t = 500 (Fig. 2(d)) and both phases 

have reached their equilibrium compositions and volume fractions (i.e., 50:50 for 

composition point II). In this decomposition process, the two-phase microstructure 

has experienced a morphological transition from equiaxed solvent (β, red in color) 

droplets embedded in a continuous polymer matrix to sausage-shaped solvent droplets 

embedded in a continuous polymer matrix. This phenomenon can be named as a 

“cluster-to-percolation” (CTP) transition and has been observed directly in the 

experiments where the polymerization/curing reaction is coupled to a phase separation 

process [34,35]. 

  
(a)                   (b)  
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(c)                   (d)  

FIG. 2. Temporal evolution of microstructures for an off-critical quench with initial 
composition c0 = 0.6895. (a)–(d) correspond to the reduced times: t = 150, 180, 320, 
and 500. 
 

At the critical point C with composition c0 = 0.8457 (Fig. 3), a more or less 

percolated two-phase microstructure emerges at the early stages of decomposition 

(Fig. 3(a)), with a few equiaxed α droplets. Then the percolated microstructure 

evolves gradually into discrete and equiaxed α droplets embedded in a continuous β 

matrix (Fig. 3(d)). The break-up of the initially interconnected polymer-rich α phase 

into discrete polymer droplets can be readily seen in the region highlighted by the 

rectangles in the simulated images obtained at different times. In this case, the system 

has experienced a morphological transition from a more or less percolated two-phase 

microstructure to one with equiaxed polymer-rich droplets embedded in a continuous 

solvent-rich matrix. This phenomenon can be referred to as a “percolation-to-cluster” 

(PTC) transition in order to parallel to the term CTP above. This PTC transition is 

different with the PTC phenomenon mentioned in literatures [24,36–43], which will 

be discussed in the later section of this paper. 
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(a)                  (b) 

  
(c)                  (d)   

FIG. 3. Temporal development of microstructure for the critical quench with initial 
composition c0 = 0.8457. (a)–(d) correspond to the reduced times: t = 50, 106, 140, 
and 500. 
 

The three-dimensional (3D) simulations revealing the temporal evolution of 

microstructure for the point II in Fig. 1 with c0 = 0.6895 and point C with c0 = 0.8457 

are shown in Fig. 4. As can be readily seen, the characteritics of CTP and PTC 

transitions are also clearly observed in Figs. 4(a)–4(c) and Figs. 4(d)–4(f), which are 

consistent with the 2D simulation results. In order to exhibit the 3D structure more 

clearly, the yellow color in each image is adopted and represents the iso-concentration 

contour surface, and the contour value is the average of maximum and minimum of 

concentration fluctuation. This 3D simulation indicates that the CTP and PTC 

phenomena are independent of the dimensionality and are universal characteristics for 

the polymer system with a highly asymmetric miscibility gap. 
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(a)                    (b)                   (c)  

   

(d)                    (e)                   (f)  
FIG. 4. Microstructural evolution of the CTP and PTC transitions in 3D space: (a–c) 
for initial composition c0 = 0.6895 with reduced time: t = 150, 180, and 320; (d–f) for 
initial composition c0 = 0.8457 with reduced time: t = 75, 250, and 750. The yellow 
color in each image represents the iso-concentration contour surfaces. 
 

4. DISCUSSION 

4.1. Asynchrony in concentration wave development and its effect on 

microstructure 

Usually for spinodal decomposition in systems having a symmetrical miscibility 

gap a cluster-like microstructure forms at a composition far off the critical 

composition or a percolated microstructure forms at or near the critical composition in 

the early stages and the characteristics of the microstructures maintain during the 

subsequent evolution. However, for a polymer solution with a highly asymmetric 

miscibility gap considered in this study, distinctly different cluster-to-percolation 
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(CTP) and percolation-to-cluster (PTC) transitions are observed, as shown in Figs. 2 

and 3, respectively. In order to understand the differences in microstructure 

development in the asymmetric and symmetric systems, below we analyze 

concentration variation, diffusion flux and microstructural evolution pathway (MEP) 

in the two cases. 

Figure 5(a) shows the time-evolution of concentrations in the α (blue) and β (red) 

phase regions for entire sample and local concentration at point a in Fig. 5(b) that is 

part of the microstructures shown in Fig. 2 marked by the black rectangle in the 

upper-left corner. In Fig. 5(a) the red and blue curves are for concentrations in the β 

and α phases, respectively and the green curve is for concentration at point a. The 

temporal evolutions of the microstructure and the diffusional fluxes are presented in 

Figs. 5(b)–5(d). The black solid lines in Fig. 5(a) are tangent to each part of the 

concentration curve and the magnitudes of their slopes are utilized to evaluate the 

growth rate of each phase during the early stages of decomposition. In accordance 

with the time characteristic of structure factor curve, the time period in the solid line 

region corresponds to the early stage of phase separation [44,45]. 

It is remarkable that the tangent slope of the red curve is much larger than that of 

the blue curve during the same time period, indicating the growth rate of the β phase 

(solvent-rich, represented by the red color) is much greater than that of the α phase 

during the early stage of spinodal decomposition. From Fig. 5(a) we can see that the β 

phase has reached its equilibrium composition (but not the equilibrium volume 

fraction yet) at t = 150 while the α phase composition is still far from equilibrium at 
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this moment. Consequently, the bulk thermodynamic driving force for the 

concentration change in the β phase regions has diminished while the concentration 

evolution in the α phase regions continues. This asynchrony in growth can also be 

seen in Figs. 5(c) and 5(d), where vanishing flux gradients are observed in the dark 

red-colored regions while finite flux gradients are present in the blue-colored regions, 

directing from the deep blue (polymer-richer) regions to the light blue (less 

polymer-rich) area (see point a in Fig. 5(b) and areas enclosed by the white boxes in 

5(c) and 5(d)). This causes a secondary phase separation in the α matrix, with the 

solvent concentration in the gaps between adjacent β phase regions continues to 

growth, depleting solvent from the surrounding polymer-rich α phase regions. As time 

proceeds, the gaps gradually transform from α phase into β phase until the α phase 

reaches its equilibrium composition and volume fraction, causing the coalescence of 

the adjacent β phase droplets and thus the ‘cluster-to-percolation’ (CTP) 

morphological transition as exhibited in Fig. 2. Note that the Gibbs-Thompson effect 

for domain coarsening also played a role in this coalescence process. The 

time-evolution of the concentration at point a in Fig. 5(b) is shown in Fig. 5(a) by the 

green colored curve. It first decreases toward the solvent-lean α phase and then 

increases back toward the solvent-rich β phase. 

Thus, the much faster rate for the solvent-rich β phase domains to reach the 

equilibrium concentration (but with the volume fraction of the β phase far below the 

equilibrium value of 50%) as compared to that of the polymer-rich α phase may have 

led to an β cluster structure in a continuous α matrix at the early stages of 
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decomposition (e.g., at t = 150, as shown in Fig. 2(a)) and the subsequent CTP 

transition at latter stages when both the concentration and volume fraction of the two 

phases reach equilibrium. Note that the final microstructure is neither an ideal 

cluster-like structure nor a perfect percolated structure as shown in Fig. 2(d). 

 

(a) 

   

(b)          (c)         (d) 

FIG. 5. (a) Concentration change curves of β (red) and α (blue) phases and point a 
(green) in (b) for the solution of composition c0 = 0.6895; (b–d) temporal evolution of 
local microstructure and diffusional fluxes at reduced times: t = 180, 240, and 320. 
 

The time-evolution of concentrations in the α and β phases for the entire sample 

and at point b in Fig. 6(b) are shown in Fig. 6(a), where the red and blue curves are 
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for concentrations in the β and α phases, respectively and the green curve is for 

concentration at point b. The temporal evolutions of the microstructure and the 

diffusional fluxes are shown in Figs. 6(b)–6(d). By comparing the tangent slopes of 

the concentration curves of the two product phases during the early stages, it is found 

that the growth rate of the α phase is just slightly greater than that of the β phase. But 

because of the difference in deviations of the equilibrium compositions of the two 

phases from the starting solution composition, the β phase has arrived at its 

equilibrium composition at t ~ 50 while the α phase is still far away from its 

equilibrium composition. Therefore, the concentration in the α phase regions 

continues to evolve. In Figs. 6(b) and 6(c), a vanishing flux gradient is observed in the 

dark red-colored regions while a finite flux gradient is present in the blue-colored 

regions, directing from the dark blue-colored to light blue-colored areas (see the 

enclosed regions by the white boxes). This leads to a secondary decomposition of the 

α phase (blue) regions, with the light blue regions gradually evolving into red (β 

phase) regions until the equilibrium condition is achieved, leading to the 

‘percolation-to-cluster’ (PTC) morphological transition as shown in Fig. 3. The 

time-evolution of the local concentration at point b first decreases toward that of the α 

phase and then increases back toward to that of the β phase, indicating that the 

percolated α phase regions break up and form a cluster-like structure. In this case, the 

two product phases also asynchronously arrive to their equilibriums by a two-step 

decomposition process, resulting in the PTC transition. Note that the final cluster-like 

structure is similar to the cluster-like structure formed at the off-critical composition 
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in a symmetric polymer system. Therefore, for a highly asymmetric polymer system, 

asynchronicity occurs at both critical and off-critical compositions, which is 

responsible for the CTP and PTC transitions. 

 

(a) 

   

(b)               (c)              (d)     

FIG. 6. (a) Concentration change curves of β (red) and α (blue) phases and point b 
(green) in (b) for initial composition c0 = 0.8457; (b–d) Temporal development of 
local microstructure and diffusional fluxes with reduced times: t = 106, 124, and 140. 
 

It is worth pointing out that the PTC transition in polymer systems has been 

mentioned in several experimental [36–41] and numerical [24,42,43] studies, where 

most of the systems considered have symmetrical miscibility gaps and the PTC 
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transition occurs at off-critical compositions. In contrast, the PTC transition observed 

in the current study occurs at the critical composition of a highly asymmetric system. 

To distinguish these two types of PTC transitions, we carry out parallel simulations 

for a symmetric system with NA = NB = 1 at an off-critical composition and an 

asymmetrical system with NA = 1 and NB = 100 near the critical composition to 

compare their MEP. For this purpose, the equilibrium concentration ranges in both 

cases are rescaled to [0, 1] and the initial solution compositions are chosen such that 

the two product phases have exactly the same volume fraction ratio at equilibrium in 

the two cases, i.e., Vβ/Vα = 75:25, where Vβ and Vα are the equilibrium volume fraction 

of β and α phases, respectively. For the convenience of discussion, we call the PTC 

transition associated with a symmetrical miscibility gap P�TC hereafter.  

The semi-logarithm plots of the structure factor S(km, t) versus time are presented 

for the asymmetrical case with c0 = 0.8457 in Fig. 7(a) and for the symmetric case 

with c0 = 0.65 in Fig. 7(b). The structure factor S(k, t) calculated by the 

circularly-averaged method [42] reaches its maximum, S(km, t) at the wave number km. 

Note that the structure factor is frequently measured in experiments using small angle 

light, X-ray or neutron scattering to characterize quantitatively the kinetics during 

phase separation [46]. The two dashed lines in Fig. 7(a) or 7(b) are tangents to the two 

distinctively different parts of the S(km, t) vs. time curves, and their intersection is 

defined as transition point between the early and later stages of the spinodal 

decomposition process [44,45]. The microstructures obtained at time moments near 

this transition point, e.g., t = 50 in the asymmetric case and t = 215 in symmetric cases 



 

20 
 

(marked by the red dots), are shown in the insets of Fig. 7(a) and 7(b), respectively. 

As one can readily see that even at the two time moments the two systems have the 

same S(km, t) value of 2.3, the microstructures have distinctly different characteristics: 

a percolated structure with a few clusters is seen in the asymmetric case while only 

droplet-like structure is found in the symmetric case. Thus for the PTC transition, a 

percolated structure first forms during the early stage (inset in Fig. 7(a)) and then 

breaks up and leads to a cluster-like structure (Fig. 3(d)). However, in the P�TC 

transition, the cluster-like structure is already developed at the early stages (Fig. 7(b)) 

and stays as the cluster-like structure at the later stages. The percolated structure 

mentioned in the P�TC transition is actually formed at a much earlier stage marked 

by blue point in Fig. 7(b) than that indicated by the red dot in Fig. 7(b). Therefore, the 

percolation-to-cluster transition in off-critical polymer blends [36–43] is entirely 

different from the PTC transition found in the current study.    

    

(a)   
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(b) 
FIG. 7. Structure factor curves and patterns at the early stage: (a) for an asymmetric 
case with NA = 1, NB = 100; (b) for a symmetric case with NA = 1, NB = 1. 

 

4.2. Physical origin of asynchronous growth 

The above discussions suggest that the CTP and PTC transitions depend 

sensitively on the relative growth rate of the two product phases, e.g., vβ/vα, where vβ 

and vα are the rate of concentration variation of β and α phase domains at the early 

stages of spinodal decomposition and are determined in the simulations by the 

maximum slopes of time-evolution of concentration curves shown in Figs. 5(a) and 

6(a). If vβ is significantly greater than vα, then β cluster structure forms in a continuous 

α matrix. In contrast, a larger vα will result in the formation of an α cluster structure in 

a continuous β matrix. On the other hand, a percolated structure can be expected when 

the difference between vα and vβ is small. 

To understand the growth rate difference of the solvent-rich and solvent lean 

domains, we focus on the thermodynamic driving force for growth because we have 

assumed a constant chemical mobility in this study. According to the linearized CH 
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equation, the application factor of the concentration wave is linearly proportional to 

the magnitude of the second derivative of the free energy, f′′ [47]. The second 

derivative of the free energy of the asymmetrical polymer system considered in this 

study is plotted in Fig. 8. For a solution having composition c1 (cm, or c2), 

concentration fluctuations will create solvent-lean (α phase) 1c−  ( mc− , or 2c− ) and 

solvent-rich (β phase) 1c+  ( mc+ , or 2c+ ) regions. When the solution composition is far 

from cm, e.g., at c1 (or c2), the magnitude of 1( )f'' c+  (or 2( )f'' c− ) is larger than that of 

1( )f'' c−  (or 2( )f'' c+ ) and thereby vβ > vα (or vα > vβ). Thus, the β (or α) cluster-like 

structure will be obtained during the early stage. On the other hand, if the initial 

solution composition is located at the critical point cm (or in the vicinity of cm), the 

magnitude of m( )f'' c−  is approximately same as that of m( )f'' c+  and then vα ≈ vβ. 

This will lead to an interconnected two-phase structure. The similar argument has 

been presented in an earlier work [21]. 

 

FIG. 8. Schematic drawing of second derivative of free energy density (f′′) with 
respect to solvent composition c, where cm represents the critical composition. 
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4.3. Development of MEP Map  

To guide future microstructure design for polymer membranes via TIPS, below 

we establish an MEP map in terms of initial solution composition and aging time of 

phase separation in a highly asymmetric polymer system through systematic 

simulations. We consider microstructural characteristics at both the early and later 

stages of spinodal decomposition in polymer solutions having different compositions. 

The time-evolution of concentration, structure factor and morphological patterns 

obtained during the early stages are shown in Figs. 9(a) and 9(b) for point II (see Fig. 

1) with c0 = 0.6895, Figs. 9(c) and 9(d) for point IV with c0 = 0.79, and Figs. 9(e) and 

9(f) for the critical composition C with c0 = 0.8457. Here, the structure factor curves 

are used to ensure that the microstructures considered are developed at the early 

stages. The relative growth rate vβ/vα, measured from the slops of the concentration vs. 

time curves is 3.50 for c0 = 0.6895, 1.0 for c0 = 0.79, and 0.50 for c0 = 0.8457, and the 

corresponding morphological patterns obtained are β cluster, percolated, and α cluster 

structures (see Figs. 9(b), 9(d), and 9(f)), which is consistent with the above analyses.  

In addition, the diffusional flux field for c0 = 0.6895 with vβ/vα = 3.50 and for c0 

= 0.79 with vβ/vα =1.0 are also calculated and shown in Figs. 10(a) and 10(b), which 

are parts of the microstructures shown in Figs. 9(b) and 9(d), respectively. The black 

arrows in Figs. 10(a) and 10(b) represent fluxes of the solvent. It can be seen in Fig. 

10(a) that the flux gradient in the β phase domains is larger than that in the α phase 

domains, indicating a faster concentration evolution in the β phase domains, i.e., vβ > 

vα. In Fig. 10(b), the difference in flux gradient in the β and α phase domains is not 
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obvious, which implies that the concentration of the β phase domains approximately 

have the same evolution rate as that in the α phase domains, i.e., vβ = vα. Therefore, 

the characteristic microstructures developed during the early stages is mainly related 

to the relative growth rate of the two product phases, i.e., vβ/vα. 

 
(a) 

 
(b) 
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(c) 

 
(d) 

 
(e) 
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(f) 

FIG. 9. Concentration variation curve, structure factor curve, and microstructure at the 
early stage for the initial composition: (a, b) c0 = 0.6895; (c, d) c0 = 0.79; (e, f) c0 = 
0.8457. The reduced times corresponding to the microstructures in (b), (d), and (f) are 
t = 150, t = 70, and t = 50. 
 

   
(a)                      (b)   

FIG. 10. Locally microstructure and diffusional flux profile for initial composition and 
reduced time: (a) c0 = 0.6895, t = 150; (b) c0 = 0.79, t = 70. 
 

In a symmetric polymer system, the microstructures developed at the later stages 

of spinodal decomposition can be expected by the relative volume fraction of the two 

product phases. However, the microstructures developed at the later stages in a highly 

asymmetric polymer system is determined not only by the relative volume fraction of 

product phases but also by the MEPs. This has been demonstrated clearly in the case 

with c0 = 0.6895 in Fig. 2, where the relative volume fraction of the α and β phases is 
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50:50. Through the CTP transition, the microstructure developed in the later stages 

consists of discrete sausage-shaped β phase particles embedded in a continuous α 

phase matrix (Fig. 2(d)), other than a perfectly percolated structure. Even when the 

simulation time is further extended to t = 1000, the characteristics of the 

microstructure is still the same. Moreover, for the solution with an initial composition 

of c0 = 0.8457 and Vβ/Vα = 75:25, a cluster-like structure is obtained at the later stages,  

as shown in Fig. 3(d), which is apparently similar to the microstructure obtained from 

a symmetric system at an off-critical composition. However, their MEPs are quite 

different, being PTC in the asymmetric case and cluster-to-cluster (CTC) in the 

symmetric case. 

Based on the above simulation results, the curve of vβ/vα versus initial solution 

composition c (or the equilibrium volume fraction of the β phase, Vβ) is plotted in 

Figs. 11(a) and the corresponding MEPs are shown in Fig. 11(b), where the markers 

I-V correspond to the composition points shown in Fig. 1. As shown in Fig. 11(a), the 

value of vβ/vα monotonously decreases with composition and reaches unity in the 

vicinity of c0 = 0.8. The MEP map in Fig. 11(b) shows four types of MEPs from the 

early to later stages, including cluster-to-cluster (CTC), cluster-to-percolation (CTP), 

percolation-to-percolation (PTP), and percolation-to-cluster (PTC). The time period 

for the early stages is determined according to the structure factor curve, as discussed 

earlier, while the start of the later stages is defined by the time when the two phases 

have both arrived to their equilibrium concentrations. In Fig. 11(b), the CTC pathways 

are located at the two ends of the MEP map and can be readily understood, since the 
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values of vβ/vα and Vβ/Vα for the two cases are both far from unity as seen from Fig. 

11(a). The CTP and PTC transitions corresponding to composition points II and IV 

have been discussed earlier in above sections. In addition, the PTP transition is also 

observed in the map for composition point III with c0 = 0.74, where the pattern of 

early stage has an approximately percolated but not perfectly percolated structure 

which results from the vβ/vα of 1.79. Note that the percolated structure obtained during 

the late stages at composition point II with Vβ/Vα = 1 is not as interconnected as that 

obtained for the composition point III with Vβ/Vα = 1.38, which could be attributed to 

the asynchronous evolution of the two product phases discussed earlier. 

 
(a) 
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(b) 

FIG. 11. (a) Relative growth rate of product phases at the early stage as a function of 
initial solution composition c (or equilibrium volume fraction of β phase); (b) the map 
of MEPs, including CTC, CTP, PTP, PTC transitions, where symbols Cα and Cβ 
represent clusters of α and β phases and P is short for percolation. 

 

Note that the above results and discussions are related to the UCST-type 

incompressible polymer solutions. Even though the mechanisms revealed and MEPs 

predicted may also shed light on the MEPs of polymer solutions with LCST as well, it 

should be point out that the LCST-type solutions are often considered compressible 

and the effect of volume change on morphology evolution should be accounted for. 

Thus it is highly desirable in the future to explore the MEPs of polymer solutions with 

LCST by adding the effect of volume change and compare them with those found for 

UCST-type solutions in this study. 

 

5. SUMMARY 

The microstructural evolution of a binary polymer-solvent system with a highly 
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asymmetric miscibility gap via thermally induced phase separation (TIPS) is 

investigated by computer simulations using a combination of the Flory-Huggins 

thermodynamics and the nonlinear Cahn-Hilliard kinetics. It is found that the 

morphological patterns developed at the early stages of phase separation are dictated 

by the relative growth rate of concentrations towards the two equilibrium product 

phases, while the characteristics of the morphological patterns developed during the 

later stages are governed by the relative volume fraction of the two product phases 

and the microstructural evolution pathways (MEPs). For a highly asymmetric polymer 

system, the two product phases asynchronously arrive at their equilibrium 

compositions by a hierarchical two-step process, leading to the cluster-to-percolation 

(CTP) and percolation-to-cluster (PTC) transitions that are not observed in symmetric 

polymer systems. According to the simulation results, an MEP map is established, 

with the initial solution composition and aging time as the input parameters. The 

results and analyses shown in this study can be utilized to guide future design of novel 

polymeric membrane synthesized by TIPS with unprecedented properties. 
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