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In kinetic simulations of non-Maxwellian plasmas, the calculation of particle scattering due to
Coulomb collisions has no simple approximation. In such simulations, the number of collision
interactions a particle experiences in a single time-step is typically too large for direct calculation.
In this work, the cumulative effect of a series of binary collisions is calculated numerically in a
stochastic manner, and heuristic trends are produced as functions of the local plasma parameters.
The result is a collision model suitable for implementation into a kinetic plasma simulation. The
presence of low-probability, high-angle scattering due to close collision encounters is defined and
described, and this effect is demonstrated in a test problem simulation of weakly collisional counter-
streaming ion beams.

I. INTRODUCTION

A. Plasma simulation overview

The velocity of a single charged particle in a popula-
tion of other charged particles is affected by the Coulomb
electric force between that particle and all other charged
particles. In the simulation of charged particle plasmas,
well-established methods for accounting for the Coulomb
force include the following:

• The plasma fluid approximation [1] is suited for
plasmas in which the particle velocities follow a
Maxwell-Boltzmann distribution, the velocity of
any one particle changes quickly relative to the
time-scale of the plasma, and the spacing between
particles is small in comparison to the length scale
of the plasma. In this way, the bulk velocity and
thermal velocity of each plasma species are well-
distinguished.

• Poisson’s equation, typically as part of a particle-
in-cell approach [2] is effective at calculating the
long-range force between particles by weighting
these particles to a spatial grid, but the resolution
of short-range forces is limited by both the magni-
tude of particle weighting as well as the resolution
of the spatial grid.

• The N -body simulation method [3] is the truest
method of calculating both short-range and long-
range forces between particles, however the reso-
lution is severely limited by particle weighting for
systems in which the real particle count is high, and
the treatment of boundary conditions in N -body
simulations typically requires a separate approach.
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B. A cumulative Coulomb collision model

This work is focused on short-timescale changes in the
velocities of charged particles in a non-thermal plasma.
To this end, a single non-weighted charged particle (here-
after referred to as the “test particle”) moving through
a uniform population of non-weighted charged particles
(hereafter referred to as the “field particles”) is exam-
ined in order to develop an approximation for Coulomb
scattering that can be applied to kinetic plasma simula-
tions. The change in velocity angle of the test particle is
referred to as a “scattering,” and the probability distri-
bution of such a scattering is dependent on the field parti-
cle density, the relative velocity between the test particle
and field particle, and the amount of time over which
the scattering occurs. In the development of the present
method, it is assumed that there is no change in the
density or the velocity distribution function of the field
particles over the scattering time. It is also assumed that
the center-of-mass frame stays constant over the scatter-
ing time, so that there is no energy exchange between
the test particle and field particles. The energy exchange
between the test particle and field particles is realized
through the conversion from the center-of-mass frame to
the laboratory frame.

For application to a particle-in-cell simulation, the
present model may be implemented by randomly pairing
macroparticles at each time step. In the center-of-mass
frame of a pair, the first macroparticle is represented by
the test particle and the second macroparticle by the field
particles. The field particles are assumed to all have ve-
locity equal to that of the second macroparticle, and den-
sity equal to the local density of the field particle species.
After applying the present model to the first macroparti-
cle (the test particle), the second macroparticle receives
the reverse of same collision and in this way momen-
tum and energy are conserved. If the simulation time-
step is small compared to the time-scale of the plasma
evolution, then collisions implemented this way will col-
lectively model the collision-driven thermalization of the
plasma.

This article is organized as follows:
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• In Sec. II other collision models used for non-
thermal plasma simulations are reviewed.

• In Sec. III the “cumulative binary collision approx-
imation” is presented and a method for efficiently
calculating a cumulative scattering angle from a
large number of binary collisions without energy
transfer is outlined. These calculations serve as the
basis for which the heuristic model is later derived.

• In Sec. IV the validity of the cumulative binary
collision approximation is evaluated by comparing
its results to the results of N -body simulations of
identical scenarios.

• In Sec. V heuristic formulae are presented for recre-
ating the effect seen in Sec. III for a plasma simu-
lation. This section contains the complete collision
model that is the focus of this work.

• In Sec. VI results obtained from the present colli-
sion model are compared to those obtained by other
collision models.

• In Sec. VII the collision model is implemented in a
particle-in-cell simulation of a highly non-thermal,
weakly collisional plasma and the results are com-
pared to a true N -body simulation of an identical
scenario.

• In Sec. VIII a discussion on low impact parame-
ters is presented in the context of commonly used
formulae for calculating a minimum impact param-
eter.

II. BACKGROUND

A. Previous work

A method for simulating Coulomb collisions of
macroparticles was first proposed by Takizuka and Abe
[4] and included details on a pair-matching Monte Carlo
implementation, but no comparison to direct calculation
of binary collisions was performed.

The effect of a series of binary collisions on a charged
particle was first addressed by Nanbu [5] who used direct
calculations of binary collisions to find the scattering an-
gle distribution functions and created a collision model
to replicate it. This work included an analytical deriva-
tion for the scattering angle to approximate the effect of
low-angle collisions.

Dimits et al. [6] argued that Nanbu’s binary collision
method was identical to the Lorentz collision operator
and assessed Nanbu’s analytical model as such. How-
ever, both Nanbu and Dimits failed to identify the heavy
tail of the probability distribution of the scattering angle
that is clearly present from the results of Nanbu’s data
from simulating a series of binary collisions. Addition-
ally, none of the referenced works offer an analysis of the

validity of simulating a cumulative Coulomb scatter as a
series of binary collisions.

Rutherford’s famous discovery of the nucleus [7] in-
volved a derivation of the probability distribution for
high-angle scattering of light ions off of gold nuclei.
Conte [8] applied this formula to counter-streaming
charged particle beams and used it to calculate beam
particle loss due to high-angle Coulomb collisions but did
not apply it to cumulative low-angle scatters.

B. The present work

The present work seeks to identify both the cumulative
effect of many small-angle scatters as well as the effect
of a single high-angle scatter and to recover both in a
piecewise continuous heuristic model. This work is the
first to identify that the probability distribution of a cu-
mulative Coulomb scattering angle Θ transitions from an
exponential form fΘ(θ) ∼ exp (−θ2) to a power-law form
fΘ(θ) ∼ θ−3 as θ increases. Additionally, the present
work differs from previous works in that the model is
based entirely on the results of numerical experiments,
rather than relying on the Coulomb logarithm which is
not well defined for highly non-thermal and non-neutral
plasmas. Like previous models, this model uses the as-
sumption that when the distance between two particles
is large, they can be considered to have no interaction
at all. The cutoff distance at which this assumption is
applied is denoted as bmax and physically symbolizes ei-
ther the distance at which space charge is accounted for
via another calcuation such as Poisson’s equation [2], or
the distance at which Debye screening [9] is significant.
The present work also benefits from the general advance-
ments in computing that have taken place in the twenty
years since the publication of Nanbu’s work. At the time
of Nanbu’s publication, the computational resources re-
quired to calculate the number binary collision calcula-
tions used in the present work were simply not available.
Despite this, Nanbu’s model is still used in contemporary
charged particle simulation [10] though it is the aim of
this work to present a more accurate model.

C. Motivation for the present work

This work is motivated by the need for accurate sim-
ulation of Inertial Electrostatic Confinement (IEC) fu-
sion [11], in which the fusion core typically consists of a
highly non-thermal population of counter-streaming ion
beams. In particular, in such IEC iterations as the Mul-
tiple Grid IEC [12, 13] or the Continuous Grid IEC [14],
high-angle collisions may play an important role in ion
loss rates as well as the sole mechanism for the transfer of
ions between beams intersecting at an angle. Addition-
ally, a model which does not rely on an estimation of the
Coulomb logarithm is beneficial for simulations in which
the Coulomb logarithm can not be prudently applied.
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III. THE CUMULATIVE BINARY COLLISION
APPROXIMATION

A test particle of species α traveling through a field of
N randomly positioned charged particles of species β will
have its velocity vector changed by some angle Θ after
an amount of time τ . The interactions that cause this
change in angle may be approximated as the cumulative
effect of independent binary collisions between the test
particle and each field particle. The angle of scatter for a
Coulomb collision between the test particle and a single
field particle in the center-of-mass frame is [7]:

θ = 2 tan−1

(
qαqβ

4πε0µαβv2
αβb

)
(1)

where qα and qβ are the particle charges, µαβ ≡ (m−1
α +

m−1
β )−1 is the reduced mass, vαβ ≡ |vα−vβ | is the rela-

tive speed between the particles, and b is the impact pa-
rameter (the perpendicular distance between the initial
paths of the two particles in the center-of-mass frame).
Because a collision model is typically only applied over
a local region, only field particles with impact parame-
ters b < bmax are considered. Over an amount of time τ
of a particle simulation (usually equal to the simulation
time-step), a particle of species α moving at a velocity
vαβ relative to a population of particles of density nβ ,
will undergo a number of binary Coulomb collisions ap-
proximately equal to

N = nβvαβτπb
2
max (2)

which is the field particle density nβ multiplied by the
volume of a cylinder with radius bmax and length equal
to the relative distance the test particle travels over time
τ .

The following derivation is similar to the derivation
given in the appendix of Ref. 5. Let the initial veloc-
ity of a test particle be aligned with the z-axis, and let
the axis rest in the center-of-mass frame of a single test
particle/field-particle pair. The final velocity after N bi-
nary collisions will have a final scattering angle of Θ with
respect to the z-axis. Because of the azimuthal symme-
try of the problem, the final azimuthal angle is uniformly
distributed between 0 and 2π. Let θi be the angle of
the velocity vector before the ith collision, [∆θ]i be the
change in the angle of the velocity vector due to the ith

collision given by Eq. (1), and [∆φ]i be the azimuthal an-
gle of this change, randomly selected between 0 and 2π.
The azimuthal angle before the ith collision, φi, has no
effect on the final probability distribution function and
so may be chosen to equal zero for the purpose of this
derivation. The velocity vector after the ith collision is
found by rotating ẑ about the y-axis by [∆θ]i, then ro-
tating the resultant vector about the z-axis by [∆φ]i and
lastly rotating that result about the y-axis by θi to effec-
tively give ẑ the correct “starting position”. In summary,

the new velocity vector after the ith collision is

v̂i+1 =

 cos (θi) 0 sin (θi)
0 1 0

− sin (θi) 0 cos (θi)


×

cos ([∆φ]i) − sin ([∆φ]i) 0
sin ([∆φ]i) cos ([∆φ]i) 0

0 0 1


×

 cos ([∆θ]i) 0 sin ([∆θ]i)
0 1 0

− sin ([∆θ]i) 0 cos ([∆θ]i)

 ẑ. (3)

At this point, the derivation diverges from that of Ref. 5.
The z-component of v̂i+1 is equal to cos (θi+1), and so
the new angle is found by evaluation of the z-component
of Eq. (3):

cos (θi+1) =cos(θi) cos([∆θ]i)

+ sin(θi) sin([∆θ]i) cos([∆φ]i). (4)

To randomly distribute the field particles uniformly in
a cylinder of radius bmax, the impact parameter of each
particle is calculated as bi = bmax

√
Ui where each Ui is

independently and uniformly distributed in (0, 1) and so
the angle of scatter from Eq. (1) becomes

[∆θ]i = 2 tan−1

(
a√
Ui

)
(5)

with the dimensionless parameter a introduced as

a ≡ qαqβ
4πε0µαβv2

αβbmax
. (6)

The azimuthal angle is equally likely to take any value
between 0 and 2π and so is calculated as

[∆φ]i = 2πVi (7)

where each Vi is independently and uniformly distributed
in (0, 1). Combining Eqs. (4), (5) and (7), and making
the definition Ci ≡ cos(θi), the recursive relation is

Ci+1 =
Ui − a2

Ui + a2
Ci

+
2a
√
Ui

Ui + a2

√
1− C2

i sin (2πVi) (8)

where C0 = 1 and the final cumulative scattering angle
is Θ ≡ cos−1 (CN ). In this formulation, the probability
distribution of Θ is dependent only on the dimensionless
variables a and N (defined in Eqs. (6) and (2) respec-
tively). Eq. (8) is used for generating numerical data for
cases in which a is large enough that evaluation of Ui+a

2

is not limited by machine precision.
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A. The limit for small a

For small values of a, the evaluation of Ui+a2 in float-
ing point arithmetic may result in significant error. It
is found that a . 10−6 generates noticeable error in the
evaluation of Eq. (8) in double-precision floating-point
format. Taking the limit as a→ 0, Eq. (5) becomes

lim
a→0

[∆θ]i =
2a√
Ui
. (9)

With Eq. (7) unchanged by this limit, the scattering is
now equivalent to a random walk in a 2D plane with
step length 2a/

√
Ui. By separating this 2D walk into the

x and y components of the now flat θ-plane, the final
scattering angle can be expressed as the magnitude of
the summation of each component:

lim
a→0

Θ = 2a

√√√√( N∑
i=1

cos (2πVi)√
Ui

)2

+

(
N∑
i=1

sin (2πVi)√
Ui

)2

.

(10)
The scattering angle in the a → 0 regime now scales
linearly with a, though the dependence on N remains
non-trivial. To avoid calculating scattering angles greater
than π, Eq. (10) can be replaced with

lim
a→0

Θ = 2 tan−1

a
√√√√( N∑

i=1

cos (2πVi)√
Ui

)2

+

(
N∑
i=1

sin (2πVi)√
Ui

)2
 (11)

which reduces to Eq. (5) for N = 1 but avoids the ma-
chine precision limitation inherent in Eq. (8) for small
values of a.

IV. THE VALIDITY OF THE CUMULATIVE
BINARY COLLISION APPROXIMATION

The validity of equation Eq. (8) in calculating the an-
gle of the change in velocity of a particle over a time-step
is examined by comparing it to an N -body simulation
using identical parameters. For this validation to remain
numerically tractable, the field particles are held in fixed
locations (mβ = ∞, vβ = 0, vαβ = vα). The field parti-
cles are randomly and uniformly distributed throughout
a sphere of radius R at a density of nβ and the test par-
ticle starts at the sphere center moving with an initial
velocity of vα parallel to the z-axis. At each time-step
the test particle is accelerated only by those field parti-
cles that lie within a distance bmax of the test particle.
To ensure that the simulated domain is large enough to
keep the bmax sphere fully populated at all times, the
radius of the simulation domain is R = vατ + bmax so
that Ñ = nβ

4
3πR

3 field particles must be generated. A
diagram of this method is shown in Fig. 1.

The N -body method used here is similar to that used
in previous research [14] which is in turn based on the
work of Aarseth [3]. The test particle trajectory is calcu-
lated using the following steps starting with t0 = 0 and

repeating until tk = τ (where tk ≡
∑k
k′=0[∆t]k′):

1. Advance the position of the test particle over the
first half of the time-step:

xα(tk+1/2) = xα(t) + vα(t)[∆t]k/2. (12)

−3 −2 −1 0 1 2 3

−3

−2

−1

0

1

2

3
vτ + bmax

bmax

vτ

z [mm]

y
[m

m
]

Field particles

Field particles within bmax sphere

Test particle trajectory

Binary approximation cylinder

FIG. 1. A 2-dimensional cross-sectional schematic of the N -
body simulation for testing the cumulative binary collision
approximation. The test particle travels a distance of vτ =
2 mm through a sphere of field particles but only experiences
a force from field particles within a distance of bmax = 1 mm.

2. For each i of Ñ field particles, find if it lies within a
sphere of radius bmax centered on the test particle:

1αβ,i = [|xαβ,i| < bmax] (13)

where xαβ,i ≡ xα(tk+1/2)− xβ,i.

3. Calculate the acceleration of the test particle due
to the force from all field particles within the sphere
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of radius bmax:

aα(tk+1/2) =
qαqβ

4πε0mα

Ñ∑
i=1

1αβ,i
xαβ,i
|xαβ,i|3

. (14)

4. Advance the velocity of the test particle over the
full time-step:

vα(tk+1) = vα(t) + aα(tk+1/2)[∆t]k. (15)

5. Advance the position of the test particle over the
second half of the time-step:

xα(tk+1) = xα(tk+1/2) + vα(tk+1)[∆t]k/2. (16)

6. Calculate the value of the next time-step using the
minimum of a method of Aarseth [3] or a maximum
time-step:

[∆t]k+1 = min

(
[∆t]max,

√
η1

|aα(tk+1/2)|
|ȧα(tk)|

)
(17)

where ȧα(tk) =
(
aα(tk+1/2)− aα(tk−1/2)

)
/[∆t]k

and the maximum allowed time-step is [∆t]max =

η2/(n
1/3
β vα). η1 and η2 are chosen such that fur-

ther decreasing either value does not significantly
change the results of the simulation.

When tk = τ the simulation stops and the cumulative
scattering angle Θi is recorded as the angle between the
initial velocity and the final velocity of the test particle.
This process is repeatedM times for a set of input param-
eters, where M is chosen such that the probability dis-
tribution function fΘ(θ) is smooth enough for confident
comparison with other probability distribution functions.

Typically in a particle simulation, the time-step will
be held to such a value such that τ < Cd/v, where C
is the Courant number [15], and the distance d is either
the distance between grid points or the Debye length. For
these cases, the distance a particle travels in a given time-
step τ will almost always be less than the value bmax, so
tests of this method need not explore the parameter space
where bmax � vαβτ . The probability distributions of the
scattering angles for different values of bmax with constant
values vα = 103 m/s, τ = 1 µs, nβ = 1011 m−3, and mα =
1 AMU are shown in Fig. 2. For the maximum value of
bmax = 9.44 mm, the number of field particles present
in the N -body simulation is on the order of Ñ ≈ 1013

and the number of field particles interacted with at any
one time is on the order of N ≈ 1012. Using η2 = 0.05,
the number of time-steps for each test-particle trial is
approximately 100 (increasing significantly in the rare
case of near-collision.) The number of trials performed
for each value of bmax was M = 105 for the N -body
simulation (Fig. 2(a)) and M = 107 for the cumulative
binary collision approximation (Fig. 2(b)).
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(a) bmax = 0.50mm
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FIG. 2. Probability distribution functions for varying values
of bmax for (a) results of the N -body simulation with fixed
field particles and (b) results of the cumulative binary collision
approximation.

A. Shortcomings of the cumulative binary collision
approximation

The cumulative binary collision approximation tends
to overestimate scattering angles because it assumes a
complete collision between the test particle and all field
particles. But if the assumption is that particle interac-
tions should be neglected at distances greater than bmax,
field particles with an impact parameter b close to the
value of bmax will only impart a partial collision to the
test particle and so the effect of long-range Coulomb col-
lisions becomes lessened.

Another shortcoming of the cumulative binary collision
approximation is that it assumes a random distribution of
field particles, but in an actual plasma, particles are not
randomly distributed. The randomness of particle po-
sitions has been studied in the field of strongly coupled
plasmas [16] whereby N -body (generally referred to in
this field as “molecular dynamics”) simulations are used
to find the pair correlation function as a function of the
single-species plasma coupling parameter: Γ ∝ n1/3T−1.
At low values of Γ, the particle velocities are high rel-
ative to the interparticle distance and the acceleration
experienced by the particle due to the Coulomb inter-
action, so that the instantaneous positions of particles
may be indistinguishable from a truly random distribu-
tion. At high values of Γ, the particles of the system
are organized in a low-energy state and so the particle
positions are distinguished from that of a random distri-
bution. To test the effect of the randomness of field par-
ticle positions on the scattering angle, the same N -body
test was performed with field particles positioned using
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MATLAB’s haltonset function [17] to uniformly fill the
test volume with a quasi-random distribution (represen-
tative of a high value of Γ compared to that of a random
distribution). It was found that this uniformity had a
significant effect on shifting the peak of the probability
distribution to a lower angle, while the high-angle por-
tion of the distribution remained unchanged. The prob-
ability distribution of the scattering angle from this test
are also shown in Fig. 2(a). A more thorough study of
the relation between the coupling parameter of the field
particles and the probability distribution of the scatter-
ing angle would require an efficient method of generating
a random distribution of points with a specified value Γ.
Another option could be to modify the cumulative binary
collision approximation by adjusting the Coulomb force
so that the magnitude is decreased when the interaction
distance approaches the screening distance in a manner
that is more accurate than simply applying a cutoff dis-
tance [18, 19]. However, for the remainder of this work
it is assumed that Γ is small such that the distribution
of particle positions of a single species is random.

Finally, it can be noted that the cumulative binary col-
lision approximation has only two degrees of freedom, a
and N , while the N -body fixed field particle simulation
has three: a, N , and a third quantity: nβb

3
max, which

scales as the number of particles within a sphere of ra-
dius bmax. Because of the higher computational cost of
the N -body fixed particle simulation as well as the ad-
ditional degree of freedom it requires, the remainder of
this article uses the cumulative binary collision approx-
imation, in spite of its shortcomings, as a baseline for
which to compare the formulated heuristics of the colli-
sion model that follows.

V. HEURISTIC FORMULAE FOR THE
CUMULATIVE SCATTERING ANGLE

With the assumption that the cumulative binary colli-
sion approximation can be made, calculations are feasible
enough such that the probability distribution function of
Θ can be found over a range of a and N (from Eqs. (6)
and (2)). The collision model outlined in this section
takes a single random number input U , uniformly dis-
tributed on (0, 1), and produces a scattering angle out-
put with a probability distribution function that approx-
imates that of the cumulative binary collision approx-
imation. The convention has been chosen so that de-
creasing (increasing) the random number input results
in an increasing (decreasing) of the output scattering an-
gle. Though at times counterintuitive, this convention
is preferable both for plotting purposes and because the
randomly generated numbers have finer resolution when
closer to zero [20].

A. Functional fits for numerical data

The present work has identified three regions of behav-
ior based on the scattering angle after a large number of
Coulomb collisions:

• The high-probability low-angle region is the col-
lective effect of all scattering events over the time-
step. It contains the angle of highest probability
and is described by an exponential function.

• The low-probability, high-angle region is the re-
sult of the effect of one high-angle collision that
is large in magnitude compared to all other scat-
ters in that time-step. This region is well described
by the analytically-determined probability distri-
bution function for the closest expected Coulomb
collision. In other words, it is the result of a single
collision so large that all other collisions over the
time-step are negligible.

• The mid-range transition region bridges the low-
angle region with the high-angle region. It is best
described by a linear fit of the logarithms of the
variables involved, resulting in a power law.

For a single binary Coulomb collision, the cumulative
distribution function of the scattering angle, or the prob-
ability that the resulting angle Θ will be greater than or
equal to θ, (FΘ(θ) ≡ P (Θ ≥ θ)) is found in a straight-
forward manner from Eq. (5) by recognizing that U1 is
identical to 1− FΘ, N=1:

FΘ, N=1(θ) =

{
0 θ < 2 tan−1(a)

1− a2

tan2( θ2 )
θ ≥ 2 tan−1(a)

. (18)

Eq. (18) is suitable for the N = 1 case, but for large N
there is no analytical solution, and so a heuristic model
is formulated instead.

1. High-angle region

The high-angle region is found to be well described by
choosing a dummy value of bmax such that N = 1 in

Eq. (2), i.e. b̃max ≡ (nvτπ)
−1/2

= bmax/
√
N . A dummy

version of a is defined using Eq. (6) with b̃max in place of

bmax: ã ≡ a
√
N . The high-angle region of the cumula-

tive distribution function then follows from Eq. (18) and
results in

FΘ,high(θ) = 1− a2N

tan2
(
θ
2

) . (19)

Note that bmax is not present in the term a2N . The
probability distribution function fΘ(θ) ≡ d

dθ FΘ(θ) for
the high angle region is

fΘ,high(θ) =
a2N

sin2
(
θ
2

)
tan

(
θ
2

) (20)
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which is equivalent to Eq. (2) in Ref. 7 (known as Ruther-
ford Scattering). It is important to note that this equa-
tion demonstrates that the probability distribution of the
scattering angle is a heavy-tailed distribution, and that
any collision model that produces only an exponential
probability distribution of scattering angles will tend to
drastically underestimate the frequency of high-angle col-
lisions. Inclusion of Eq. (20) in a collision model ensures
that the collision model accurately produces high-angle
scatters with the correct probability.

The continuous independent variable u ∈ (0, 1) is in-
troduced as the domain of possible values of the discrete
random number input U . With this convention it follows
that u ≡ 1−FΘ(θ) and so θ(u) for the high-angle region
is found from Eq. (19) and is quite similar to Eq. (5):

θhigh(u) = 2 tan−1

(
a
√
N√
u

)
. (21)

2. Low-angle region

The low angle region is described by the work of
Nanbu [5] and modified here to include a newly defined
constant κ (dependent on a and N) which is less than
unity to account for the fact that this region is not inde-
pendently normalized. Additionally, a constant σ is used
which corresponds to the most probable scattering angle,
i.e. the maximum value of fΘ(θ), and scales generally as

a/
√
N , but asymptotes to a value of π/2 when the effects

of collisions approach isotropy (high a and/or high N).
Using the formulation of Nanbu as a starting point, the
probability distribution function of the low-angle region
is found to be well-described by

fΘ, low(θ) = κ
ς sin(θ) exp (ς cos(θ))

2 sinh(ς)
(22)

where ς ≡ cos(σ)/ sin2(σ). The cumulative distribution
function can be found by integrating the probability dis-

tribution function of Eq. (22), i.e. FΘ(θ) ≡
∫ θ

0
fΘ(θ′)dθ′:

FΘ, low(θ) = κ

[
1− exp (ς cos(θ))− exp (−ς)

2 sinh(ς)

]
(23)

and the scattering angle as a function of u is

θlow(u) = cos−1

{
1

ς
log

[
exp(−ς) + 2 sinh(ς)

(
u− 1

κ
+ 1

)]}
. (24)

For values of ς & 100 the evaluation of Eq. (24) results
in exponential overflow, so the following can be used for
these cases:

θlow, ς>100(u) = cos−1

{
1 +

1

ς
log

(
u− 1

κ
+ 1

)}
. (25)

3. Transition region

In between the low-angle and high-angle regions is a
transition region that is not easily defined but is con-
tinuously monotonic. The transition region is chosen to
be a linear fit in logarithmic space that minimizes the
error when compared to the cumulative binary collision
approximation. The bounds of the transition region are
defined as ulow and uhigh. The transition region is chosen
to be a linear fit of the logarithms of θ and u, i.e. a power
law. The chosen fit is

θtransition(u) = θlow(ulow)

[
u

ulow

]
∧

 log
{

θlow(ulow)
θhigh(uhigh)

}
log
(
ulow

uhigh

)
 .

(26)

B. Scattering angle as a function of a random seed

A piecewise function is created from Eqs. (21), (24) (or
(25)), and (26):

θChap(u) =


θhigh(u) u < uhigh

θtransition(u) uhigh < u < ulow

θlow(u) u > ulow

. (27)

A single scattering angle is calculated from a single ran-
dom number input U in the present model as Θ =
θChap(U).

C. A comparison of function fits with numerical
data

Numerical data is produced using Eq. (8). All calcula-
tions are performed in MATLAB and executed in parallel
on an NVIDIA Tesla c2070 in double-precision floating-
point format, which performs at an effective rate of ap-
proximately 1 nanosecond per binary collision evaluation
including random number generation. M trials are per-
formed, and in each trial, Eq. (8) is evaluated N times.
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The result is a collection of independently produced val-
ues Θi, i = 1 . . .M . The cumulative distribution function
from these trials is

FΘ(θ) =
1

M

M∑
i=1

1Θi≤θ. (28)

Defining Θ̃ as an ordering of Θ such that Θ̃1 ≥ Θ̃2 ≥ ... ≥
Θ̃M , a function that relates a random number input to a
scattering angle in a manner that replicates the numerical
cumulative distribution function Eq. (28) is

θbinary(u) = Θ̃dM ue (29)

where d·e is the ceiling function. These functions im-
ply a probability of 1/M for each Θi. By choosing the
constants σ, κ, ulow, and uhigh such that the error is mini-
mized between Eq. (29) and Eq. (27), then the scattering
angles produced by Eq. (27) will have similar probabil-
ity distributions to those produced by N evaluations of
Eq. (4). The cost function for the optimization of the fit
function is

C =

M∑
i=1

[
Θ̃i − θChap( i−1/2

M )
]2
. (30)

By adjusting the values of σ, κ, ulow, and uhigh so that
the cost function is minimized, Eq. (27) becomes a good
approximation for Eq. (29).

For the values of a = 10−3 and N = 103, and using
M = 107, the resulting plot of θbinary(u) (smoothed for
clarity) is shown in Fig. 3. The cost function was min-
imized using MATLAB’s nonlinear least squares solver
lsqnonlin [17] and resulted in values of σ = 0.132 rad,
κ = 0.912, ulow = 0.194, and uhigh = 0.00481 which are
used to plot the three pieces of Eq. (27).

D. Trends for σ, κ, Ulow, and Uhigh

To be useful for a plasma simulation, the values of σ,
κ, ulow, and uhigh need to be easily approximated for a
given pair of a and N . These parameters can be found
by repeating the process outlined in Sec. V C for a range
over both a and N and then finding fit functions that
closely follow the values found.

1. Low-angle regime

For low values of a and/or N the peak scattering an-
gle is low (σ → 0, ς → ∞) and the values of σ̃ ≡ σ

a
√
N

,

κ, ulow, and uhigh have logarithmic dependence on N ,
and no dependence on a. The functional fits chosen
for these four parameters, using the shorthand x

a→0
≡

10−6 10−5 10−4 10−3 10−2 10−1 100

0.1

1

π

Random number input u

S
ca
tt
er
in
g
a
n
g
le

o
u
tp
u
t
θ
[r
a
d
]

θbinary(u)

θlow(u)

θtransition(u)

θhigh(u)

[uhigh, θhigh(uhi)]

[ulow, θlow(ulow)]

FIG. 3. Comparison of scattering angles produced by the cu-
mulative binary collision approximation with scattering an-
gles produced by the three pieces of Eq. (27).

lima→0 [x(a,N)] are

σ̃
a→0

= −K(1)
σ exp

(
−K(2)

σ NK(3)
σ

)
+K(4)

σ (31a)

κ
a→0

= −K(1)
κ exp

(
−K(2)

κ NK(3)
κ

)
+ 1 (31b)

ulow
a→0

= K(1)
ulow

exp
(
−K(2)

ulow
NK(3)

ulow

)
(31c)

uhigh
a→0

= K(1)
uhigh

exp

(
−K(2)

uhigh
N
K(3)
uhigh

)
(31d)

where all values of K are positive. Only values of
N ≥ 1000 are used for finding the best-fit parameters,
and so the equations are only to be considered valid
in this range. In cases where N is large, M must be
small so that computation time (which is approximately
MN × 10−9 s per data point) remains reasonable. Nu-
merical data for different values of M are shown alongside
plots of Eqs. (31) in Fig. 4. Best-fit values for K were
found using again MATLAB’s nonlinear least squares
solver lsqnonlin.

2. High-angle regime

When a and/or N are not low, σ̃, σ, κ, ulow, and uhigh

have dependence on both a and N . The functional fits
chosen for extending Eqs. (31) into the high-angle regime
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2

4

6

8

σ̃
a→0

(a)

0.85

0.9

0.95

1

κ
a→0

(b)

0.15

0.175

0.2

ulow
a→0

(c)

101 103 105 107 109 1011
0.002

0.004

0.006

0.008

N

uhigh
a→0

(d)

M = 3 × 107 M = 107

M = 107 M = 2 × 106

M = 106 M = 106

M = 105 Best fit (N > 103)

FIG. 4. Values of (a) σ̃, (b) κ, (c) ulow, and (d) uhigh from
individual numerical experiments performed at varying values
of N and M , found by fitting Eqs. (25) and (26) to numerical
data produced by Eq. (11). Best-fit curves of Eq. (31) are fit
to the data points for N > 103 only.

are

σ(a,N) = a
√
N σ̃
a→0

{
1 +

(
2

π
a
√
N σ̃
a→0

)K(5)
σ

} 1

K
(5)
σ

(32a)

κ(a,N) = min
[
1, κ

a→0
exp

(
K(4)
κ σK

(5)
κ

)]
(32b)

ulow(a,N) = min

[
1, ulow

a→0
exp

(
−K(4)

ulow
σK

(5)
ulow

)]
(32c)

uhigh(a,N) = min

[
1, uhigh

a→0

exp

(
−K(4)

uhigh
σ
K(5)
uhigh

)]
.

(32d)

Note that Eqs. (32b), (32c), and (32d) are dependent on
Eq. (32a). The best-fit values for the functional fits are:

Kσ =


1.040× 106

11.76
3.289× 10−3

10.41
4.17

 ,Kκ =


6.776× 107

19.92
3.803× 10−3

0.4890
2.576

 ,

Kulow
=


1.926× 109

20.72
3.164× 10−4

166.5
6.193

 ,Kuhigh
=


5.307× 107

22.61
1.720× 10−3

6.248
1.618

 .(33)

The fits for these equations are plotted in Fig. 5. The
discrepancy in the case of ulow is likely due to differences
in the implementation of the optimizer between the low-
angle and high-angle regimes, but this difference is not
large enough to cause a significant change in scattering
angles generated by the present model.

VI. COMPARISON OF THE PRESENT
METHOD TO PREVIOUS METHODS

Previous methods include the work of Takizuka and
Abe [4] and Nanbu [5]. Takizuka and Abe define a scat-
tering angle variance which can be rewritten in terms of
the parameters a and N as

〈δ2〉 = 2a2N log

(
1

2a

)
. (34)

A normally distributed random number, δ, is produced
with variance 〈δ2〉 and the scattering angle is calculated
as

θTakizuka-Abe(δ) = 2 tan−1 (δ) . (35)

Nanbu defines an isotropy parameter, s, which may be
written in terms of the parameters a and N as

s = 4a2N log

(
1

2a

)
(36)

and the parameter A is defined in terms of s as

cothA−A−1 = exp(−s). (37)

From this value of A, the scattering angle as a function
of u is

θNanbu(u) = cos−1
{
A−1 log [exp(−A) + 2u sinh(A)]

}
.

(38)
It is worthwhile to note that Nanbu’s parameter A has
a similar role to the parameter ς defined in the present
work. Results from Nanbu’s formulation can be com-
pared to the present model as well as with the results
of the cumulative binary collision approximation. The
results of this comparison are shown in Fig. 6. The re-
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FIG. 5. (a)-(e): Values of σ, σ̃, κ, ulow, and uhigh respec-
tively from individual numerical experiments performed at
each (a,N) coordinate, found by fitting Eqs. (24) and (26) to
numerical data produced by Eq. (8). (f)-(j): Best-fit graphs
of Eq. (32) for predicting values of σ, σ̃, κ, ulow, and uhigh as
a function of a and N . Selected contours of constant value
are plotted to aid in comparison.

sults of the Nanbu method are slightly upshifted from
the results of the cumulative binary collision approxima-
tion, which in turn was shown to be upshifted from the

0.01 0.1 1 π10−5

10−4

10−3

10−2

10−1

100

101

θ

f
(θ
)

fΘbinary(θ)

fΘN-body (θ)

fΘNanbu(θ)

fΘTakizuka-Abe(θ)

fΘChap(θ)

FIG. 6. A comparison of the probability distribution func-
tions for the scattering angle between the cumulative bi-
nary collision approximation (Sec. III), the N -body simula-
tion (Sec. IV), the Nanbu method, the Takizuka-Abe method,
and the present method (Sec. V)

10−610−510−410−3

104

106

108

N

(a)

10−610−510−410−3

a

(b)

0%

14%

28%

42%

56%

FIG. 7. The percent error of the mean scattering angle as
compared to the results of the cumulative binary collision
approximation for (a) the Nanbu method and (b) the present
method.

N -body simulation of Sec. IV. Most glaringly, however,
neither the Takizuka-Abe method nor the Nanbu method
recreate the low-probability, high-angle scattering above
0.5 radians seen in both the binary and N -body collision
data, as well as the present model. For comparison over
a range of a and N , the errors of the average scattering
angle relative to the results of the cumulative binary col-
lision approximation for both the Nanbu method as well
as the present method are shown in Fig. 7.

VII. IMPLEMENTATION AND COMPARISON
TO AN N-BODY SIMULATION

The present collision model is tested by implemention
into a 2D3V axisymmetric particle-in-cell (PIC) code pre-
viously developed by Chap et al. [21]. This simulation
was then compared to the results of an N -body simula-
tion of an identical scenario. The scenario chosen is that
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of counterstreaming ion beams, to demonstrate the effect
of high-angle scatters in a situation that is illustrative of
the conditions encountered in inertial electrostatic con-
finement fusion [11]. Two beam sources are placed facing
one another at a distance of 10 mm apart, each produc-
ing monoenergetic protons with an initial axial velocity
of 104 m/s, at a density of 1013 m−3 in an initial beam
radius of 0.1 mm. Such a small-scale scenario is chosen
so that the N -body simulation can simulate real particles
rather than macroparticles. After the simulations reach
steady-state, the densities are time-averaged over a long
enough duration (t ≈ 0.5 ms) so that the density plot is
smooth.

The collision model is implemented into the PIC sim-
ulation using the Monte-carlo approach described by
Takizuka and Abe [4], in which particles are randomly
matched pairwise with other particles in the same sim-
ulation cell. For comparison, this PIC simulation was
run using the present collision model, Nanbu’s collision
model, as well as a baseline case of no collision imple-
mentation at all. The particles in the PIC simulation are
oversampled (w = 0.1) to ensure that simulation cells
within the beam envelope are well populated.

The N -body simulation for this scenario uses the
method of Ref. 14 which in turn is based on Ref. 3 and
is similar to the N -body method described in Sec. IV. It
uses a particle weighting of unity so that the macropar-
ticle approximation is avoided. The results from these
simulations are compared in Fig. 8.

Some inherent differences in these simulations preclude
exact agreement. Due to limitations in computational
power, the chosen beam radius is quite small compared
to the beam density, such that the mean inter-particle
spacing (≈ 0.03 mm) is not small compared to the beam
radius, meaning that the beam is not as axially sym-
metric as the initial conditions may suggest, and may
also be the reason that the beam envelope is less sharply
defined in the density profile of the N -body simulation
as compared to the PIC simulation. Another inherent
difference is that the N -body simulation has completely
open boundary conditions, which is not feasible within a
PIC simulation. To reduce unwanted boundary effects,
Dirichlet boundary conditions in the PIC simulation were
placed at twice the axial extent (x = 10 mm) and twice
the radial extent (x = 2 mm) so that the boundaries
would not have a significant effect on the beam envelope.

VIII. DISCUSSION OF SMALL IMPACT
PARAMETERS

Collision models generally make use of a minimum im-
pact parameter, below which collisions are not consid-
ered. In the present work, charged particles are treated
as points with no spatial extent, and no minimum impact
parameter is assumed. In actuality, the scattering angle
is limited by the size and nature of the participating par-
ticles. As an example, collisions between protons and

Boron-11 in a plasma (referred to as p-11B fusion fuel)
are considered under IEC fusion conditions [14]. The fol-
lowing considerations are present in relevant literature
concerning the lower limit of impact parameters:

• A fusion event occurs if the impact parameter be-
tween any two particles is below the experimentally
determined maximum fusion impact parameter.

• The particles may come within a de Broglie wave-
length of each other, suggesting that their mat-
ter waves have overlapped to such an extent that
the point-charge Coulomb force is no longer an ac-
curate representation of the interaction between
them. The distance at which this occurs is used
in some models as the minimum impact parame-
ter [22, 23].

• The potential energy of a particle pair may exceed
the kinetic energy of the particle pair in the center-
of-mass frame. The distance between particles at
this limit is used as a minimum impact parameter
for some collision models [24] though it serves only
as a relevant scale and has no immediately obvious
physical significance. Many other models use simi-
lar scales pertaining to the potential energy of the
particle pair [25, 26].

In assessing these conditions, it is assumed that a high
cumulative scattering angle results from a single high-
angle scatter that makes all low-angle scatters negligible
over the time-step, i.e. U � uhigh. The scattering angle
for this region is given by Eq. (21). In this limit, the min-
imum impact parameter experienced by the test particle
is the impact parameter that would result in this scatter-
ing angle from a binary collision with one field particle:

bmin (U � uhigh) =

√
U

nβvαβτπ
. (39)

The distance of closest approach r0 during a single bi-
nary collision as a function of the impact parameter and
scattering angle is

r0 (θ, b) = b
cos
(
θ
2

)
1− sin

(
θ
2

) . (40)

Combining Eqs. (21), (39), and (40) reveals the minimum
of r0 among all binary collisions, i.e. the minimum of the
closest approaches between the test particle and all field
particles:

rmin (U � uhigh) = abmax

(
1 +

√
1 +

U

a2N

)
. (41)

A. Fusion event

The maximum impact parameter for a fusion event is
bfusion =

√
σfusion

π , so a randomly generated scattering
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FIG. 8. Time-averaged density for simulations of counterstreaming beams using (a) the N -body method, (b) a particle-
in-cell simulation with the present collision model, (c) a particle-in-cell simulation with Nanbu’s collision model, and (d) a
collisionless particle-in-cell simulation. The plots are axisymmetric about the z-axis and plane-symmetric about the r-axis. In
all simulations, the envelope of the beam sourced at z = 5 mm is visible as a dark shade and the envelope of the beam sourced
at z = −5 mm is visible as a light shade. The density resulting from high-angle scatters permeates the remainder of the domain
and is displayed using contour lines of constant value. Densities down to 106 m−3 are resolved by time-averging the density
over 0.5 ms. Densities below 106 m−3 are not resolved.

angle that suggests a lower impact parameter than bfusion

can be assumed to have resulted in the fusion of the test
particle with a field particle. The range of u for which U
results in a fusion event is defined as

ufusion ≤ nβvαβτσfusion. (42)

ufusion is equivalent to the probability of the test particle
fusing with a field particle during an amount of time τ .

B. de Broglie wavelength

The de Broglie wavelength of a particle is

λde Broglie =
h

p
(43)

where h is the Planck constant and p is the particle mo-
mentum. The criterion of interest is if at any time the dis-
tance between the test particle and any field particle be-
comes less than the sum of their de Broglie wavelengths.
This criterion is satisfied if and only if the minimum of
the distances of closest approach given by Eq. (41) is less
than or equal to the sum of the de Broglie wavelengths
of the particles:

rmin (U � uhigh) ≤ λde Broglie. (44)

From the difference of the initial kinetic energy and the
potential energy at closest approach, the momentum of
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the particle pair at closest approach can be found:

p = 2µαβ

√
v2
αβ −

e2

4πε0µαβrmin
. (45)

Combining Eqs. (41), (44) and (45), the range of values
for which U results in the test particle coming within a
distance of any field particle less than or equal to the sum
of their de Broglie wavelengths is defined:

ude Broglie ≤ a2N

1

4

√1 +

(
4πε0vαβh

qαqβ

)2

− 1

2

− 1

 .

(46)

C. Potential energy equal to kinetic energy

The potential energy of the particle pair exceeds its
kinetic energy when its potential energy at closest ap-
proach exceeds half its initial kinetic energy:

qαqβ
4πε0rmin

≥ 1

4
µαβv

2
αβ . (47)

Combining Eqs. (41) and (47) results in the range of val-
ues for which U results in a test particle field particle
pair having a higher potential energy than kinetic energy
at closest approach:

upotential ≤ 8a2N. (48)

For comparison of ufusion, ude Broglie, and upotential un-
der p-11B fusion conditions, either species can be as-
signed as the α species and the other assigned to the
β species. The velocities are chosen such that the center-
of-mass energy is equal to the resonant center-of-mass
peak fusion cross-section that occurs at approximately
148.3 keV [27] where the fusion cross section is approxi-
mately σfusion = 10−29 m2. The densities are chosen to be
np = nB = 1016 m−3 with τ = 10−8 s. To avoid electron
shell effects, Boron nuclei are simulated (qB = 5e.) The
values of ufusion, ude Broglie, and upotential are plotted in
Fig. 9. It is clear that above these limits, high angle scat-
tering beyond that which is predicted by Nanbu’s model
is present in this particular IEC fusion scenario.

IX. CONCLUSION

A collision model for non-thermal plasma simulation
has been formulated based on data obtained by numeri-

cal experimentation on the effect of repeated binary col-
lisions on a test particle. The present effort expands on
previous efforts by accounting for low-probability, high-
angle scatters and by limiting the model input to two pa-
rameters: a and N (Eqs. (6) and (2) respectively). From
these two parameters, the values σ, κ, ulow, and uhigh
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FIG. 9. A comparison of scattering angle probabilities with
the probabilities of ufusion (a fusion event), ude Broglie (signif-
icant interaction of matter waves), and upotential (potential
energy exceeding kinetic energy) occuring.

are calculated from Eqs. (31) and (32). Finally, the scat-
tering angle is calculated from a random number input
using Eq. (27). Numerical experiments show that this
model recovers high-angle scatters not seen in previous
models, and conforms well to numerical data produced by
the cumulative binary collision approximation. Lastly, a
significant range of high-angle scatters was shown to be
present at impact parameters above commonly defined
forms of a minimum impact parameter bmin in a highly
non-thermal plasma.
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