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Iron opacity calculations presently disagree with measurements at ∼180–195 eV electron temper-
ature and (2–4)×1022 cm−3 electron density, conditions similar to the base of the solar convection
zone. The measurements use x-rays to volumetrically heat a thin iron sample that is tamped with
low-Z materials. The opacity is inferred from spectrally resolved x-ray transmission measurements.
Plasma self emission, tamper attenuation, temporal and spatial gradients can all potentially cause
systematic errors in the measured opacity spectra. In this article we quantitatively evaluate these
potential errors with numerical investigations. The analysis exploits computer simulations that were
previously found to reproduce the experimentally measured plasma conditions. The simulations,
combined with a spectral synthesis model, enable evaluations of individual and combined potential
errors in order to estimate their potential effects on the opacity measurement. The results show that
the errors considered here do not account for the previously observed model-data discrepancies.

I. INTRODUCTION

Opacity is the measure of photon absorption in matter
and is a critical material property to understand energy
transport in plasma via radiation. Opacity calculations
for high-energy-density plasmas employ untested approx-
imations. The lack of benchmark experiments leads to
uncertainty in our understanding of plasma evolution.
For example, solar evolution models do not accurately
predict the location of the boundary between the solar
convective zone and the radiative zone [1]. One hypoth-
esis is an underestimate in the calculated opacities used
in the solar models [1, 2]—in particular, Fe opacity [3].

Recent opacity experiments revealed severe discrepan-
cies between modeled and measured Fe opacity at so-
lar interior conditions [4]. At Sandia National Labo-
ratories (SNL), a cylindrically imploding plasma called
the z-pinch dynamic hohlraum (ZPDH) [5] volumetrically
heats a half-moon target, which consists of a thin semi-
circular FeMg sample sandwiched by circular Be and/or
CH materials, called tampers [Fig. 1(a)]. The implosion
stagnates on the z axis, provides bright backlight radia-
tion, and permits measurements of FeMg-attenuated (Iν)
and –unattenuated (I0) spectra on x-ray film [Fig.1(b)].
The sample transmission, Tν , and opacity, κν , are both
functions of photon frequency ν and related to the mea-
sured spectra by the following equation:

Tν =
Iν
I0

= e−κνρL, (1)

where ρL (g/cm2) is the areal density of the sample, mea-
sured prior to the experiments. The sample temperature
and density are inferred from the measured Mg K-shell
spectra [6]. Fe opacities are calculated at the inferred
conditions and compared against the measured opacities
to benchmark the calculation [4].

Fig. 1(c) shows the discrepancies observed in the
modeled-measured Fe opacity at 182 eV in electron tem-
perature (Te) and at 3 × 1022 cm−3 in electron density
(ne) from Ref. [4]. The measured opacity was gen-
erally higher than predictions. There are three differ-
ent types of disagreement. At wavelength λ < 9.5 Å,
predicted opacity is dominated by bound-free (b-f) ab-
sorption, which was systematically lower in the calcula-
tion. The calculated opacity showed significantly nar-
rower and stronger bound-bound (b-b) line absorption
features above 10 Å. Around 11.2 and 12 Å, the cal-
culation shows opacity valleys called windows. These
windows are important in modeling plasma evolution be-
cause radiation energy is effectively transferred through
these low-opacity windows. However, such window did
not exist in the measured opacity. While the discrep-
ancy explained about half of the opacity revision needed
to resolve the solar problem, the challenging nature of the
experiments and the broad impact of the results suggest
the experimental methods deserve continued scrutiny.

There are experimental concerns such as plasma self-
emission, tamper-transmission difference (defined be-
low), and time- and space-gradient effects. It is not
straightforward to quantify exactly how these concerns
would affect the opacity measurements. If plasma self-
emission is important, correcting for it would raise the
inferred opacity. Thus, this potential error could par-
tially explain the disagreement in the b-b but make the
b-f disagreement even worse. If the tampers are heated
differently with and without the FeMg sample, the tam-
per transmission would not cancel exactly; it would raise
the measured sample opacity. If this error is important,
it may explain the disagreement in the b-f and windows,
but the disagreement in the b-b would be worse. The
time- and space-integration effects would affect the mea-
sured opacity in a complex way.

To zeroth order, these issues were confirmed to be neg-
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FIG. 1. (Color online) (a) Cross sections of the different tar-
get configurations, their labels, and the typical conditions.
The tamper mass above the sample controls the sample con-
ditions. (b) Experimental setup: Z opacity science platform
measures FeMg-attenuated and -unattenuated spectra in a
single shot experiment due to the finite backlight-to-sample
distance, half-moon sample, and spectrometers fielded along
±9◦. (c) Comparison of measured and modeled Fe opacity
at Te = 182 eV and ne = 3.1 × 1022 cm−3 from Ref. [4].
The lower curve (blue) is the calculated opacity [7], which
shows lower bound-free opacity, narrower bound-bound lines,
and distinct opacity windows than the measured opacity (red,
upper). We confirmed similar discrepancies from all models
compared in [4].

ligible [3, 4, 6]. However, this interpretation was done in
a static-uniform-plasma picture, and full evaluation re-
quires consideration of time- and space-dependent effects.

In this paper, we use the simulation developed in Ref.
[8] and quantify the potential systematic errors in the ex-
periment that augment the error analysis provided in Ref.
[4]. We infer the ZPDH radiation drive using measured
gated pinhole images and three-dimensional (3-D) view-
factor model VISRAD [9]. The sample plasma evolution
was simulated with the 1-D hydrodynamic simulation
model HELIOS [10, 11]. The modeled sample plasma
and ZPDH radiation were post-processed to simulate the
spectral image measurements. The conditions inferred
from Mg lines of the synthetic data agree with those from

the experiments [8]. The simulation performed without
the FeMg sample successfully reproduced the measured
backlight spectral images, showing agreement in spectral
and spatial shapes and in brightness. While the poten-
tial systematic uncertainties are complicated and inter-
twined, the simulation permits us to turn on and off each
source of systematic error to isolate and investigate one
issue at a time.

We find that the plasma self-emission can lower the
opacity by 40% at wavelengths greater than 12.7 Å but
is negligible over the spectral range reported by Bailey
et al [4]. The tamper transmission difference could arti-
ficially raise the measured opacity by a few percent but
is too small to explain the reported discrepancy. Finally,
we investigate the impact of the temporal and spatial
gradients. While the simulated temporal gradients in Te
and ne were 14% and 70%, respectively, and notable, the
synthetic experimental spectra successfully represent Fe
opacity at the single Te and ne inferred from the Mg
spectra. The simulated gradients do not introduce sig-
nificant error in the opacity measurements. Overall, the
potential sources of systematic uncertainty investigated
here are found to be negligible and do not explain the
discrepancies reported by Bailey et al [4].

The rest of the article is organized as follows. Sec.
II discusses criteria for reliable opacity measurements,
the Z opacity measurement platform, and assumptions
in the data analysis. Sec. III summarizes potential sys-
tematic uncertainties in our opacity measurements due to
the assumptions. Sec. IV discusses the synthetic investi-
gations and their results. Sec. IV A provides simulation
details. Sec. IV B shows the overall effects of plasma
self-emission, tamper-transmission differences, and time-
and space-integration. Sec. IV C, IV D, and IV E break
down the impact of each effect. The conclusion is given
in Sec. V.

II. Z OPACITY MEASUREMENTS AND
CRITERIA FOR RELIABILITY

Figure 1(b) illustrates the SNL Z opacity experimental
setup. The half-moon target consists of a semi-circular
FeMg sample sandwiched by a circular tamper (e.g., CH
and Be). The half-moon target is placed above the z-
pinch dynamic hohlraum (ZPDH) radiation source. The
target is radiatively heated as the ZPDH plasma im-
plodes and is backlit at stagnation [3, 5, 8]. The sam-
ple temperature and density are controlled by the tam-
per configuration [6]. Figure 1(c) shows the three tam-
per configurations and the achieved conditions measured
with Mg K-shell spectroscopy. The sample-transmitted
backlight radiation is measured by potassium acid ph-
thalate (KAP) crystal spectrometers fielded along ±9◦

with respect to the z axis [12, 13]. Slits provide spatial
resolution across the half-moon boundary. Taking ad-
vantage of the finite source-to-sample distance, the half-
moon target, and the ±9◦ spectrometer alignment, this
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platform measures the sample-attenuated (at +9◦) and
-unattenuated (at -9◦) spectra in a single experiment.
The data are recorded on x-ray film.

We can approximate FeMg transmission by I+9◦

ν /I−9
◦

ν

as in Eq. (1). We can extract the sample (i.e., FeMg)
opacity by converting the measured transmission to opac-
ity using the areal density inferred with Rutherford
backscattering techniques, which were performed prior
to the experiments. However, this transmission is not
exactly equal to the FeMg transmission because of the
finite spectral resolution of the instrument, plasma self-
emission, and the slight tamper attenuation difference on
the two sides of the half-moon target. More accurately,
the measured transmission is expressed as follows:

Tmeasured
ν =

Ĩ+9◦

ν

Ĩ−9
◦

ν

(2)

with

Ĩ±9
◦

ν =

∫
I±9

◦

ν′ gν−ν′dν
′, (3)

where gν−ν′ is a convolution function for the instrumental
broadening. I±9

◦

ν consists of the transmitted backlight
radiation and the emergent plasma self-emission:

I+9◦

ν = BTaTFeMgTb

+IaTFeMgTb + IFeMgTb + Ib (4)

I−9
◦

ν = BTc + Ic (5)

where their notations are explained in Fig. 2. The four
terms in Eq. (4) are the backlight radiation transmit-
ted through the sample and the tamper, bottom tamper
self-emission transmitted through the sample and the top
tamper, FeMg sample self-emission transmitted through
the top tamper, and the top tamper self-emission, respec-
tively. The two terms in Eq. (5) are the backlight radi-
ation transmitted through the tamper and the emergent
tamper self-emission. Here, the subscript ν that indicates
the frequency dependence is omitted from the right-hand
side for simplicity, but all quantities are frequency depen-
dent. We also neglect the space- and time-dependence
within each component at the moment, which are taken
into account in detail in the later section. This refined
picture of our measurement clarifies some of the impor-
tant requirements for accurate TFeMg measurements.

First, one has to minimize the impact of self-emission.
This requires either a very accurate simultaneous mea-
surement of frequency-resolved self-emission or a very
bright backlight so that backlight radiation attenuated
through the target is much brighter than the emerging
self-emission:

BTaTFeMgTb � IaTFeMgTb, IFeMgTb, and Ib (6)

FIG. 2. (Color online) Signal detected by the spectrome-
ter at ±9◦. Backlight (red) is attenuated by tamper at −9◦

and by FeMg foil and tamper at +9◦ (orange). Self-emission
(green) is attenuated by all plasmas between the emission
source and the detector. B indicates backlight radiation, and
TX is transmission of component X where X = a, b, c, and
FeMg. Components a and b are the bottom and top tampers
on the FeMg-embedded side, respectively. Component c is
the tamper on the tamper-only side. IX is the emergent self-
emission at component X where the self-absorption within
the component is taken into account.

BTc � Ic. (7)

If the impact of the self-emission is minimized, the mea-
sured transmission can be written as:

Tmeasured
ν ≈

∫
(BTaTFeMgTb)ν′ gν−ν′dν

′∫
(BTc)ν′ gν−ν′dν

′ . (8)

where ()ν′ simply means that every quantity inside the
parenthesis is a function of frequency ν′. The tamper
material consists of low atomic-number elements so that
the tamper transmission (or emission) do not produce
any spectral line features in the x-ray range of interest.
Thus, with good spectral resolution, the change in con-
tinuum backlight radiation and tamper transmission over
the gν−ν′ width becomes negligible. Then, by moving
those continuum terms outside the integral, we can write:

Tmeasured
ν ≈

(BTaTb)ν
∫
Tν′,FeMggν−ν′dν

′

(BTc)ν
∫
gν−ν′dν′

≈
(
TaTb
Tc

)
ν

∫
TFeMggν−ν′dν

′, (9)

which clarifies another requirement:

TaTb ≈ Tc (10)

at every frequency, ν, of our interest. This can be
achieved either by using an optically thin tamper so that
Ta ≈ Tb ≈ Tc ≈ 1 or using volumetric heating to achieve
similar axial-condition profiles in the tampers at both the
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FeMg-embedded side (i.e., TaTb side) and tamper-only
side (i.e., Tc side).

To summarize, accurate transmission measurements
require:

R1: Spectra have to be accurately measured

R2: Instrumental spectral resolution has to be suffi-
ciently high to resolve key line features and mea-
sured accurately prior to the experiments

R3: Backlight radiation and tamper transmission have
to be free of wavelength-dependent structure [Eq.
(9)]

R4: Plasma self-emission has to be minimized [e.g., Eqs.
(6) and (7)]

R5: Tamper transmission difference has to be minimized
[i.e., Eq. (10)]

Once these criteria are met, measured transmission spec-
tra can be compared with modeled transmission after
convolving it with the instrumental broadening function
gν−ν′ [Eq. (3)]. In order to test Fe opacity for the
convection-zone-base (CZB) problem, there are a few
more criteria:

R6: Sample is heated to the conditions relevant to CZB

R7: Sample condition is uniform, achieving near local
thermodynamic equilibrium (LTE)

R8: Sample temperature, density, and drive radiation
are independently measured

R9: Measurements are repeated with multiple sample
thicknesses to ensure accurate opacity measure-
ments over wide dynamic range

The last requirement needs further explanation. Opacity
measurement is more reliable if its transmission is mea-
sured between 0.2-0.8. As the transmission approaches
unity, the precision of the opacity measurement deteri-
orates because the measured absorption (i.e., 1-T ) be-
comes smaller than the measurement uncertainty. As the
transmission approaches zero, the accuracy of the mea-
surement degrade because it becomes more susceptible
to the inaccuracy of the background subtraction. Thus,
measuring opacity with different sample thickness is crit-
ical to test the measurement accuracy and necessary for
accurate and precise opacity measurements over wide dy-
namic range.

To zeroth order, the Z opacity science platform sat-
isfies these criteria [3, 6, 13]. The spectra were accu-
rately measured by KAP spectrometers that provided a
resolving power greater than 900 [14]. The instrumen-
tal broadening profile was accurately measured with a
Manson source [14] and applied to the modeled trans-
mission spectra [15]. The backlight radiation was 314-
eV quasi-Planckian radiation for previous experiments
[13, 15] and 350-eV for newer experiments [4, 6], which

are much brighter than 150-eV and 195-eV plasma self-
emission, respectively. Low-opacity materials, CH or Be,
were selected for the tamper, and the attenuation in the
tamper was minimal. Also, since the same thickness and
composition of the tampers were volumetrically heated
with the ZPDH radiation, the tampers at the FeMg-
embedded side and tamper-only side are expected to have
similar conditions and similar transmission. Large mm-
scale samples were uniformly heated to solar-interior con-
ditions using the volumetric heating provided by the en-
ergetic ZPDH radiation [3, 6]. The sample uniformity
was experimentally validated with spectroscopic mea-
surements [6]. The sample conditions were independently
characterized using Mg K-shell spectroscopy [6, 13, 15].
The potential inaccuracy of K-shell spectroscopy and its
impact on the measurements were numerically investi-
gated and found to be negligible [16]. The reliability of
the measured opacities was confirmed by performing ex-
periments with two or three different sample thicknesses
at each of the three conditions achieved [Fig. 1], and
their variations were added into the measurement uncer-
tainties [4, 15].

III. POTENTIAL SYSTEMATIC
UNCERTAINTIES

One concern in the validation of the Z experimental
platform discussed in Sec. II is the fact that the data are
interpreted in a static-uniform plasma picture. In real-
ity, x-ray film records x-ray signals throughout the entire
experiment duration over which the plasma continuously
changes its conditions. This static-uniform picture is sup-
ported because the signal is dominated by that from the
backlight radiation, which is bright only for 3 ns. Since
the sample is slowly cooling at the time of the backlight
radiation, the change in sample conditions over this du-
ration is expected to be negligible [3, 13, 15]. In addition,
Bailey et al. [15] reported excellent agreement between
measured and modeled Fe opacity at Te = 156 eV and
ne = 6.9× 1021 cm−3. The agreement supports not only
the validity of the opacity models at these conditions but
also the validity of the experimental platform. If the
Z opacity experiments suffered from serious temporal or
axial gradients, such excellent agreement would not have
been achieved. Nonetheless, recent simulations [8] sug-
gested that the sample Te and ne would drop by 14%
and 70%, respectively, over this 3-ns backlight duration.
The experimental systematic uncertainties need to be re-
scrutinized by taking into account this dynamic-gradient
plasma reality in experiments to see how much the tem-
poral integration could affect the former investigations.

For example, the importance of self-emission needs to
be reinvestigated. While the temperature comparison
suggests that the backlight radiation (314–350 eV) is
much brighter than plasma self-emission (150–195 eV),
the validity of such a comparison is limited without care-
ful assessment of the potential difference in duration,
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area, and solid angle between the self-emission and back-
light radiation. If FeMg self-emission lasted longer or was
emitted from a larger area than that of backlight radi-
ation, the self-emission is not as negligible as originally
investigated. One goal of the present work is to use sim-
ulations that account for emission area, duration, and
solid angle of both plasma self-emission and backlight
radiation to refine the self-emission investigation.

Transmission difference between different tamper re-
gions can also be investigated by post-processing the sim-
ulations. Since some fraction of heating radiation was
absorbed by the FeMg foil, the tamper behind the foil
may be less heated than the tamper on the tamper-only
side. We want to investigate how the tamper conditions
change with and without FeMg foil and how this trans-
mission difference could affect the measured transmission
and opacity.

Finally, the impacts of time- and space-gradient ef-
fects need to be investigated. Separate from the question
of self-emission and tamper transmission difference, it is
sensible to ask if the transmission measured over a 14%
and 70% change in Te and ne can accurately represent the
FeMg transmission at the inferred conditions (assuming
the simulated gradient is correct). Since this is a syn-
thetic investigation, we can turn off the complexity due
to self-emission and tamper transmission difference and
perform a simulated experiment to check how much dis-
agreement we would expect solely due to the integration
over the simulated temporal and spatial gradients. While
departure from the LTE assumption is also a potential
concern, it is beyond the scope of this paper and will be
investigated elsewhere.

IV. NUMERICAL INVESTIGATIONS FOR
POTENTIAL EXPERIMENTAL FLAWS

A. Simulation of SNL Z opacity experiments

SNL Z opacity experiments are simulated using a cal-
ibrated 1-D hydrodynamic model, which reproduces the
measured plasma conditions and spectral image [8]. We
used 1-D hydrodynamic simulations rather than 2-D/3-
D simulations for practical purposes. The evolution of
a tamped thin foil under volumetric heating is expected
to be one-dimensional like, and the lateral uniformity is
a reasonable approximation over the small sample sub-
area observed by the spectrometers. The negligible lat-
eral gradient was confirmed experimentally[6]. Also, 1-D
simulations are orders of magnitude faster than 2-D/3-D
simulations and more practical for the systematic error
investigations presented here.

First, the time-dependent spectral irradiance at the
FeMg sample is estimated with the 3-D view-factor code
VISRAD [9], using the measured 2-D ZPDH radiation
time history and the measured in situ source-to-sample
distances [17] as input. The target plasma evolution is
then simulated with this heating spectral irradiance us-

FIG. 3. (Color online) Simulated spectral image for +9◦(top)
and -9◦(bottom) spectrometers. Due to the spatial resolu-
tion, finite source-to-sample distance, and ±9◦ line-of-sight
difference, the backlight bright region appears on the FeMg-
embedded side on +9◦ while it appears on the tamper-only
side on -9◦. Dark vertical lines are FeMg bound-bound ab-
sorption features.

ing the 1-D Lagrangian hydrodynamics code HELIOS
[10, 11]. Finally, the image formation on the detec-
tor is simulated by solving radiation transport of the
ZPDH radiation through the simulated sample and tam-
per plasma, accounting for the effects of the aperture and
slits of the spectrometer.
Te and ne inferred from simulated spectra agreed with

measured values for eight different experiments. The sim-
ulated backlighter spectral image also agrees with the
measured spectral image both in spectral and spatial
shapes and in brightness. These quantitative agreements
support the soundness of the simulations [8]. In this sec-
tion, we use these simulated experiments to assess the
impact of plasma self-emission, tamper transmission dif-
ference, and time- and space-integration effects in the
dynamic-gradient-plasma picture.

B. Analysis of simulated data: overall effects

We first simulate Z Fe opacity experiments for the
Thin CH tamped target [see Fig. 1(a) for the target
details]. These results provide an especially stringent
test of simulation methodology since opacity models and
measumrents agree in Ref. [4]. Figure 3 shows the
spectral images simulated for spectrometers at ±9◦ for
Fe and Mg areal densities of 6.4 × 1017 atoms/cm2 and
7.5 × 1017 atoms/cm2, respectively. The details of the
simulation are discussed in Ref. [8]. The spectrometers
provide spatial resolution along the aperture direction.
Thus, the spectrometers at ±9◦ observe the backlight
bright spot at different regions of the half-moon target as
illustrated in Fig. 1(b). For the spectrometer at +9◦, the
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FIG. 4. (Color online) (a) Simulated spectra for the Thin CH
tamper with the FeMg opacity sample (red) and the Thin CH
tamper-only target (green). (b) Red curve is obtained by di-
viding the red curve in (a) by the green curve in (a). This
is the imitation of our experimental data and takes into ac-
count i) self-emission, ii) tamper-transmission difference, and
iii) axial- and temporal-gradient effects. The blue curve is
the PrismSPECT FeMg transmission spectra computed at the
single Te and ne value inferred from the Mg He-γ and Ly-β
lines shown in (a). All spectra are convolved with instrumen-
tal broadening.

backlight radiation is centered on the FeMg-embedded
side, and the FeMg b-b line absorption features clearly
appear as dark vertical lines in the simulated spectral
image in Fig. 3(top). There are Fe L-shell absorption
lines (i.e., photon absorption by a transition of a bound
electron in a state of principal quantum number n = 2 to
higher excited states) above 9.5 Å and Mg K-shell lines
(i.e., absorption by an electron in n = 1 to higher) below
9.5 Å, such as Mg Heα (1s2→1s2p), Heβ (1s2→1s3p),
Heγ (1s2→1s4p), Lyα (1s→2p), and Lyβ (1s→3p). For
the spectrometer at −9◦, the backlight radiation is cen-
tered on the tamper-only side for the image at -9◦, and
the FeMg lines do not appear at the brightest region.

These spectral images take into account various effects
that are neglected in the data analysis such as plasma
self-emission over the entire duration, slight condition dif-
ference in the tamper on the FeMg-embedded side and
tamper-only side, and the effect of the integration over
the simulated spatial and temporal gradients. Thus, by
analyzing such images in the same way as the measured
spectra images in the static-uniform picture, we can test
the validity of our data interpretation and check the im-
portance of the neglected dynamic-gradient effects.

We first extract 300-µm spectral lineouts from the
±9◦ spectral images by averaging over ±150µm cen-
tered at the brightest spot, which are indicated by the
red and green horizontal bands, respectively. The ex-
tracted FeMg-attenuated and -unattenuated spectra are
shown in Fig. 4(a) labeled as Ĩ+9◦

ν and Ĩ−9
◦

ν , respec-

tively. The measured transmission spectrum is simulated
by T sim

ν,FeMg = Ĩ+9◦

ν /Ĩ−9
◦

ν . The effective Te and ne of the
simulated FeMg plasma are inferred by analyzing the Mg
He-γ and Ly-β in the same way as the data [6] and found
to be to be 170 eV and 6.4 × 1021 cm−3. These values
agree with the actual measurements within the measure-
ment uncertainty [4, 6, 8]. The modeled transmission

spectrum, T̃mod
ν,FeMg, is then computed at the inferred con-

ditions taking into account the instrumental broadening
as in Eq. (9). We call this a point calculation in this pa-
per since it is calculated at a single Te and ne neglecting
any sophisticated experimental issues.

Figure 4(b) compares the FeMg transmission spectrum
from the simulated experiment T sim

ν,FeMg (red) and the

point calculation (blue). These FeMg transmission spec-
tra are converted to the Fe opacity spectra by removing
the Mg contribution1, taking the natural log, and divid-
ing them by the Fe areal density. The red and blue in
Fig. 5(a) are opacity spectra with the dynamic-gradient
picture and with the static-uniform picture, respectively.
Their good agreement confirms negligible dynamic gra-
dient effects. Thus, the simulation supports that the ac-
curacy of the measured Fe opacity for the Thin CH case.

Similar comparisons are performed for the CH+Be
[Fig. 5(b)] and Thick CH [Fig. 5(c)] cases. The ef-
fective Te and ne inferred from the simulated Mg spec-
tra are Te = 194 eV and ne = 3.8 × 1022 cm−3 and Te
= 183 eV and ne = 3.6 × 1022 cm−3, respectively, and
agree with our experiments [4, 6, 8]. For CH+Be and
Thick CH cases, the red and blue show large disagree-
ment above 12.7 Å. This implies some of the dynamic-
gradient effects are important in this range. This is the
reason why we restricted the spectral range in Ref. [4]
to below 12.7 Å. Compared to the Thin CH case, the
disagreements for the CH+Be and Thick CH cases are
slightly large even at wavelengths below 12.7 Å; however,
the simulated effect (red) does not explain the measured
higher-than-expected opacity (gray).

Nonetheless, the simulated dynamic-gradient effects
are not completely negligible over the published range,
especially for the Thick CH tamper case. The simulated
opacity is ∼ 10–15% higher in the baseline and shows
smaller peak-to-valley contrast in the b-b lines. Even
though the discrepancies are roughly five times smaller
than those reported in Ref. [4], they show a qualitatively
similar trend. We scrutinize them further to identify the
source of discrepancy in the following sections.

1 The Mg contribution is removed by dividing the FeMg transmis-
sion spectra with the calculated Mg transmission spectra. The
same technique is used in Ref. [4]. This approach removes the
strong Mg b-b line featuers below 9.5 Å and Mg b-f continuum
below 7.5 Å. Thus, the accuracy of the Fe b-f opacity below 7.5
Å is limited by the accuracy of the calculated Mg b-f opacity.
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FIG. 5. (Color online) Comparison of the simulated (red) and modeled (blue) opacity spectra for the (a) Thin CH, (b) CH+Be,
(c) and Thick CH cases. Instrumental broadening effects on the modeled spectra are taken into account in transmission spectra
before converting them into opacity. Thick gray curves are the measured opacity from Ref. [4]. The discrepancies are not fully
explained by any of the dynamic-gradient effects included in the simulation.

C. Impact of plasma self-emission

In 2009, Bailey et al [3] investigated the impact of
150-eV Fe-plasma self-emission by comparing it against
ZPDH 314-eV blackbody radiation and concluded that
self-emission contamination is negligible [see Fig. 15(a)
of Ref. [3]]. However, this needs to be revisited for two
reasons. First, our recent experiments reach considerably
higher plasma temperature (∼195 eV) and the platform
provides slightly higher brightness (∼350 eV). Since the
increase in plasma temperature (30%) is higher than the
increase in backlight radiation temperature (11%), the
previous investigation may no longer be valid. Second,
more importantly, the investigation discussed in Ref. [3]
was done in a static-uniform picture and simply com-
pared the self-emission and backlight spectral radiance,
which is valid only when their solid angles, observable
emitting areas, and durations are the same. Both the
FeMg plasma and backlight source are 4 m away from
the detector [Fig. 1(b)], and thus the difference in their
solid angle to the detector is negligible. However, the
area and duration can be quite different.

Figure 6(a) and (b) illustrate the +9◦ detector’s view
of the radiation source and the sample through the aper-
ture. The red rectangle illustrates the area that a point
on the detector would observe through the 50-µm slit.
Each point on the detector records radiation integrated
over this rectangle. The rectangle location depends on
the position on the detector along the space-resolving
direction (see Appendix of Ref. [8]). While the FeMg
plasma has similar conditions across this red rectangle
[6], the backlight radiation is not uniform within the rect-

angle and is bright over the full-width-at-half-maximum
( ∼0.6 mm) of its spatial distribution. This difference in
radiation spatial variation has to be taken into account
to accurately estimate the impact of the self-emission on
the measurements.

Figure 6(c) shows time histories of the simulated
self-emission and backlight radiation that the detector
would observe through the aperture and the slit. While
the backlight radiation peaks at stagnation, the plasma
temperature peaks earlier when the sample heating-
radiation-power peaks [Fig. 4 of Ref. [8]]. Figure 6(c)
illustrates two important points. First, plasma tempera-
ture peaks earlier and reaches higher than 195 eV. Thus,
while 195 eV inferred from the measured spectrum repre-
sents the temperature of the absorption features, it may
not be a valid temperature for the self-emission investi-
gation. Second, the plasma self-emission and backlight
radiation time histories are very different and could have
different durations. Furthermore, the tamper attenua-
tion time history also has to be taken into account. Since
the backlight and self-emission radiation peak at different
times, the tamper attenuation may effectively block one
more than the other depending on its time history. Thus,
a simple spectral-radiance comparison can be inaccurate
depending on these details.

The simulation discussed in Ref. [8] takes these de-
tails into account. The spectral image observed through
the aperture and slit is simulated, accounting for the
backlight radiation spatial variation, the FeMg+tamper
plasma axial gradient, and their time histories. Thus, we
can assess the impact of self-emission more accurately
by extracting opacity from the simulated data computed
with and without the self-emission.
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FIG. 6. (Color online) (a) Backlight radiation and (b) plasma
self-emission observed by the detector through an aperture.
The 50-µm slit further limits the detector view along the hor-
izontal direction. The red rectangle illustrates the area that a
point on the detector would observe through the aperture and
slit. (c) Normalized time history of the simulated backlight
radiation (solid red) and FeMg self-emission (dashed green).
The FeMg self-emission peaks 1.5 ns earlier than the time of
the backlight median. The FeMg temperature (dotted blue)
peaks 8% higher than the inferred temperature which would
produce 36% more emission than that of the the inferred tem-
perature, 195 eV.

Figure 7(a) shows the spectra simulated for the +9◦

spectrometer with (red) and without (blue) the FeMg
self-emission using the Thick CH case as an example.
This case was selected because the relatively high tem-
perature renders self-emission more important than the
other cases. The self-emission contribution is extracted
by subtracting red by blue (green). This self-emission
accounts for the sample axial gradient, signal attenua-
tion in the tamper region, as well as the backlight radia-
tion time history and the signal integration over the en-
tire duration. The black curve is the FeMg-unattenuated
spectrum simulated for the -9◦ spectrometer through the
tamper-only side.

Figure 7(b) shows the opacity spectra inferred from
these intensity spectra. They are inferred by dividing the
red and blue by the black spectra in 7(a) to get transmis-
sion spectra and converted to opacity after removing the
Mg contribution (see Sec. IV B for details). The green
spectrum in Fig. 7 (b) shows the net self-emission effects
computed by red (with) minus blue (without). The self-
emission can be considered as negative opacity, and thus
its effect always lowers the inferred opacity compared to

FIG. 7. (Color online) (a) Simulated FeMg-attenuated spec-
trum with (red) and without (blue) FeMg self-emission. The
black curve (smooth curve on the top) is the backlight radia-
tion without FeMg attenuation. The opacity spectra inferred
from these simulations are shown in (b). The thick gray spec-
trum from 7 to 12.7 Å is the measured opacity published in
Ref. [4]. The green curves at the bottom of each figure are
red minus blue, indicating how much the self-emission would
(a) increase the intensity spectra and (b) decrease the inferred
opacity, respectively. The self-emission effect is always neg-
ative on the inferred opacity. The simulations rule out the
hypothesis that discrepancies in the published range are pro-
duced by the self-emission.

the true value. This cannot be a correct explanation for
higher b-f opacity in the measurement. This negative
opacity can partially explain the smaller peak-to-valley
contrast in the measured opacity, but the simulated peak-
to-valley contrast is still significantly larger than the mea-
sured ones over the published range, λ < 12.7 Å. This
verifies that the reported discrepancies were not caused
by the FeMg self-emission effect.

Figure 8 compares the self-emission fraction defined as,
εν/I

measured
ν . The green curve is computed by dividing

the simulated self-emission (green) by the tamper-only-
attenuated spectrum (black) of Fig. 7 (a). The red curve
in Fig. 8 is simply computed by dividing 195-eV FeMg
self-emission by the 350-eV Planckian backlight radia-
tion in spectral radiance similar to Ref. [3]. We find
that the self-emission investigation with this point calcu-
lation works reasonably well for our platform. At longer
wavelength, both the point calculation and the simula-
tion predict high self-emission but agree within a few
percent. At shorter wavelengths, the point calculation
underestimates self-emission fraction by a factor of two,
but the fraction itself becomes smaller than 1% and does
not impact our conclusion on the self-emission impor-
tance.

According to these simulations, the brighter plasma
emission that occurs earlier than the backlight peak [i.e.,
green curve at t < 0.5 ns of Fig. 6(c)] does not contribute
significantly for the Thick CH case. This is partly be-
cause the Thick CH tamper on top of the sample expands
less, and its relatively low transmission partially blocks
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FIG. 8. (Color online) Self-emission fraction computed for
point calculation (red) and detailed simulation (green). The
red curve is a simple estimate based on 195-eV FeMg self-
emission divided by 350-eV Planckian backlight radiation.
The detailed investigation (green) taking into account dura-
tion and area differences verifies that the simple self-emission
investigation (red) works reasonably well for our opacity plat-
form.

the plasma self-emission early in time. While the sim-
ple self-emission investigation worked reasonably well for
our platform, the impact of self-emission should generally
be numerically or experimentally investigated in detail
for every opacity platform, taking into account poten-
tial differences in duration, area, and solid angle. This
is especially important for laser experiments when the
backlight radiation is provided as a separate source and
has a significantly shorter duration than the heating ra-
diation (and thus shorter than the plasma self-emission).
For such a platform, the self-emission estimated with the
point-calculation neglecting the duration and area differ-
ences may significantly underestimate the true impact.

We repeat a similar investigation to assess the impor-
tance of the tamper self-emission. The results are sum-
marized in Fig. 9. We find that tamper self-emission
effect is even smaller than the FeMg self-emission2.

D. Impact of tamper transmission difference

Tamper transmission can be slightly different on the
FeMg-embedded and tamper-only sides due to extra ab-
sorption in FeMg region. Figure 10 (a) shows the Te axial
profiles simulated for the FeMg-embedded side (blue) and
tamper-only side (red) for the Thick CH tamped target
at the time of backlight peak. The spatial axis is given in
log scale. The FeMg region (gray) is hotter than the tam-
per regions due to its higher opacity and its better energy
coupling to the heating radiation. While the tamper re-
gions have similar conditions on both sides, they are not
identical. The thick top CH on the FeMg-embedded side

2 Apparent ”line” features in tamper self-emission are produced by
the instrumental convolution and the non-linear transmission-to-
opacity conversion and reflects the true impact on the measure-
ment.

FIG. 9. (Color online) (a) Simulated data for the FeMg-
unattenuated spectrum (black, top smooth curve) and the
FeMg-attenuated spectra with (red) and without (blue) CH
self-emission. The opacity spectra inferred from these sim-
ulations are shown in (b). The thick gray spectrum from
7 to 12.7 Å is the measured opacity published in Ref. [4].
The green curves on the bottom of each figure are red mi-
nus blue, indicating how much the self-emission would (a)
increase the intensity spectra and (b) decrease the inferred
opacity, respectively. The tamper self-emission effect is sig-
nificantly smaller than FeMg self-emission and negligible over
the published range.

has systematically lower Te due to the reduced heating
radiation caused by the extra attenuation in the FeMg
region. As a result, the thick top tamper has notably
lower transmission than those on the tamper-only side
[Fig. 10(b)] and clearly violates the criterion, TaTb = Tc.
Estimating the impact of this effect is not straightforward
because the emergent spectra depend on the plasma axial
gradients and the backlight radiation, which change over
the experiment duration.

To quantify the impact of this tamper-transmission dif-
ference on the measured opacity, we simulate the Thick
CH FeMg opacity experiment with and without enforc-
ing TaTb = Tc. More specifically, the spectra transmitted
through the tamper-only side are calculated in two dif-
ferent ways: i) using the tamper conditions simulated
without FeMg (TaTb 6= Tc) and ii) using the tamper con-
ditions simulated with FeMg embedded (TaTb = Tc). In
the latter case, the attenuation in the tamper are forced
to be identical and should cancel out at division, while
the former takes into account the the imperfection of this
cancelation. Figure 11(a) shows the resultant tamper-
only spectra in red and blue, respectively. The black
curve is the emergent spectrum attenuated by both the
FeMg and tamper, Ĩ+9◦

ν . For each unattenuated spec-
trum (red and blue), the transmission spectra are com-
puted then converted into opacity spectra [Fig. 11(b)].
The green curves are with minus without the tamper-
transmission difference to quantify how much this effect
would alter the measurement.

For the Thick CH case, the tamper transmission dif-
ference would artificially enhance the measured opac-
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FIG. 10. (Color online) (a) Te(z) at the time of the back-
light peak simulated for the Thick CH case with (blue) and
without (red) FeMg sample. The shaded region indicates the
FeMg region. (b) The resultant bottom tamper (solid) and
top tamper (dotted) transmission spectra. While the bottom
tamper transmission is slightly higher with FeMg, the top
tamper transmission is significantly lower with FeMg due to
extra attenuation of the heating radiation in the FeMg region.

FIG. 11. (Color online) (a) Simulated spectra for the FeMg at-
tenuated spectrum (black) and the FeMg unattenuated spec-
tra with (red) and without (blue) the tamper condition dif-
ference. The opacity spectra inferred from these simulations
are shown in (b). The green curves at the bottom of each
figure show the simulated increase in measured opacity due
to this effect. The thick gray spectrum from 7 to 12.7 Å is the
data published in Ref. [4]. The effect is notable for Thick CH
data, but it is too small to explain the observed discrepancy.

ity, and the error monotonically increases with wave-
length. This artificial increase is 10–20% over the b-f
region (λ = 6.5–10 Å). At longer wavelengths, this ef-
fect can artificially raise the opacity window at 12 and
14 Å by 40%. However, the simulated error is too small
to explain the reported discrepancies. Besides, the mea-
sured opacity reported in Ref. [4] is corrected for this
tamper-transmission-difference effect by subtracting the
measured opacity by this simulated artificial opacity in-
crease. Thus, the residual discrepancy reported in Ref.
[4] implies either the observed discrepancy is real or the
simulation underestimates its true impact.

The simulation also suggests that replacing CH by Be
would remove this tamper-transmission-difference effect
because the Be opacity is much lower than that of CH,
and their transmission approaches unity, making their
differences negligible (see Sec. IV F for details). How-
ever, in Ref. [4], we observed similar model-data dis-
crepancies both with the Thick CH tamper and with the
CH+Be tamper. This insensitivity to the choice of tam-
per material suggests that the observed b-f and window
discrepancy are unlikely to be explained by the tamper-
transmission difference.

E. Impact of temporal and axial gradient

In Ref. [8], our simulation found that the Te and ne de-
creased by 14% and 70%, respectively, over the backlight
duration. This notable temporal gradient together with
a subtle (<10%) axial gradient is a concern because we
assume the measured opacity represents the Fe opacity
at the inferred conditions. To isolate the impact of the
temporal and spatial gradients, we numerically removed
the other concerns that are the plasma self-emission (Sec.
IV C) and tamper transmission difference (Sec. IV D).
When the plasma self-emission and tamper transmission
difference are turned off, the simulated spectra still ac-
count for the integration over the temporal and spatial
gradients. Analysis of such spectra will answer i) if the
integrated absorption features represent those at a single
condition and ii) if the effective Te and ne inferred with
a uniform Mg spectral model represent those of the Fe
absorption features.

The solid and dashed curves in Fig. 12(a) are
the simulated emergent spectra transmitted through
FeMg+tamper and tamper-only, respectively. The FeMg
and tamper self-emission is turned off. We used the same
tamper transmissions to ensure TaTb = Tc to remove the
error associated with the tamper-transmission difference.
The solid curve is divided by the dashed curve to get the
simulated transmission, which is then converted to opac-
ity after removing the Mg contribution. This simulated
experimental opacity takes into account the effect of the
spatial and temporal gradients in Te, ne, and backlight
radiation [red, Fig. 12(b)]. The effective Te and ne are
inferred from the simulated Mg spectra and found to be
194 eV and 3.8× 1022 cm−3, respectively, which are used
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FIG. 12. (Color online) (a) Simulated attenuated spec-
trum without sample/tamper self-emission (solid) and unat-
tenuated spectrum without tamper self-emission and tamper
transmission differences (dashed). (b) The red curve is the
inferred opacity spectrum from the simulation without the
plasma self-emission and the tamper transmission difference.
It is compared with the opacity spectrum calculated at the in-
ferred conditions (i.e., Te = 195 eV and ne = 3.8×1022 cm−3).
Instrumental broadening effects on the modeled opacity (blue)
is applied on its transmission. The difference (green, the spec-
trum at the bottom) confirms that the integration over the
predicted temporal and spatial gradients is negligible at λ <
12.5 Å.

to compute the point-calculation opacity spectrum [blue,
Fig. 12(b)].

The green curve is the simulated (red) minus mod-
eled (blue) opacity spectra. Since we turned off the
self-emission and error associated with the tamper-
transmission difference, this difference picks out the im-
pact of temporal and axial gradient on the measurements.
In other words, the green curve represents the imperfec-
tion in the static-uniform-plasma picture employed in the
data analysis. The gradient effect is negligible over the
published range and becomes important at λ > 12.7 Å,
which verifies that our analysis method does not intro-
duce notable systematic uncertainty due to the static-
uniform picture assumed in the data analysis.

F. Impact summary of each potential effect

In Sec. IV C- Sec. IV E, we reported the impact of
the FeMg self-emission, tamper self-emission, tamper-
transmission difference, and temporal and spatial gradi-
ent effects on the inferred opacity for the Thick CH case.
Here, we repeat those investigations for the Thin CH and
CH+Be cases and discuss the predicted impact on the
measured opacity. Figure 13 summarizes the impact of
(a) the FeMg self-emission, (b) the tamper self-emission,
(c) the tamper-transmission difference, and (d) the tem-
poral and spatial gradient effects, where the impact is de-
fined as the simulated opacity with the effect minus that
without the effect. We also show the gray curve that is

the measured opacity minus a PrismSPECT3 [18] opac-
ity calculated at Te = 182 eV and ne = 3 × 1022 cm−3

as an example to remind the level of disagreement re-
ported in Ref. [4]. The gray curve showing positive val-
ues below 10 Å reflects the fact that the measured b-f and
windows were higher than calculated. The gray curves
showing downward spikes at b-b line locations reflects
higher peak-to-valley contrast in the calculated b-b lines.
If the reported discrepancy was caused by any of the is-
sues investigated here, the green curve (i.e., CH + Be
case achieving Te = 182 eV and ne = 3 × 1022 cm−3)
would match the gray curve.

Figure 13(a) and (b) show the impact of FeMg and
tamper self-emissions, respectively. This effect always
lowers the inferred opacity and cannot be the correct ex-
planation for higher measured opacity at the b-f and win-
dows. This partially explains the difference in the peak-
to-valley contrast [see the blowup of Fig. 13(a)], but the
measured peak-to-valley contrast difference (gray) is four
times larger and not fully explained by the simulated self-
emission.

We also found slightly higher self-emission from the
CH+Be case than the Thick CH case. We found this
interesting because the inferred FeMg temperature was
lower for the CH+Be case [Fig. 1(a)]. Based on the sim-
ulation, this happens because the early-time FeMg self-
emission discussed in Sec. IV C is less effectively blocked
by the optically thin CH+Be tamper. Furthermore,
the predicted self-emission contamination above 12.7 Å
is significant, and accurate opacity measurements above
12.7 Å may require accounting for the self-emission.

Figure 13(c) summarizes the impact of the tamper-
transmission difference effect for each tamper configura-
tion. As discussed in Sec. IV D, the tamper-transmission
difference for the Thick CH case would increase the
b-f and window opacity by 10–20% and 40%, respec-
tively. The thick CH on the top of the sample was
introduced to increase the sample Te and ne, which
was initially suggested by simulations [19] and experi-
mentally confirmed later [6]. To suppress this tamper-
transmission effect without significantly lowering the Te
and ne, we replaced the top thick CH with more optically
thin Be (i.e., CH+Be shown in green). The impact of
the tamper transmission difference increases as the tam-
per becomes opaque. For example, if we assume tam-
per opacity is different by 20% on the FeMg-embedded
side and tamper-only side, it would produce the tamper-
transmission-difference of only 1% when the expected
tamper-transmission value is 0.95, while it would produce
13% when the expected transmission value is 0.5. The
simulation result shown in Fig. 13(c) suggests that the
tamper-transmission effect would be significantly sup-

3 We use PrismSPECT for this model calculation. While the
PrismSPECT calculation was not included in Ref. [4], it shows
disagreement with the measured opacity very similar to those by
the other models reported in this reference.
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FIG. 13. (Color online) Summary of numerically assessed systematic errors on the opacity measurement associated with
(a) FeMg sample plasma emission, (b) CH/Be tamper self-emission, (c) FeMg-embedded side and tamper-only side tamper
transmission difference, and (d) time- and space-integration effects. The simulated inaccuracy is smaller (i.e., closer to zero)
over the published range. The introduced systematic uncertainty is generally smaller for Thin CH (red) and larger for Thick
CH (blue). The distinct gray curve shown from 7 to 12.7 Å is the discrepancy reported in Bailey et al [4]. None of the
investigated effects explain the reported discrepancy.

pressed with CH+Be (green). The high transmission
of the CH+Be tamper is also confirmed experimentally.
Since we observe the higher b-f opacity even with the
CH + Be tamper, the tamper-transmission difference is
not likely the correct explanation of the discrepancy.

Figure 13(d) summarizes the imperfection of the static-
uniform assumption employed in the data analysis. The
comparison confirms that the temporal and spatial gra-
dient effects do not alter our conclusions at λ < 12.7 Å.
The impact on the inferred opacity can be both posi-
tive and negative depending on the spectral range and
reflects the complexity of the gradient effects in the ex-
periments. The gradient effects become more important
at longer wavelengths because i) the radiation at longer
wavelength are contributed from lower-temperature ra-
diation over longer duration, and ii) potential complex-
ity due to transmission-opacity non-linear conversion at
these low transmission (i.e., higher opacity) lines.

V. SUMMARY

We have performed a series of simulated experiments
and investigated the impacts of the plasma self-emission,
tamper transmission difference, and time- and space-

gradient effects that were assumed to be negligible in the
previous opacity analysis. The simulation reproduced the
measured Te and ne and the spectral image of the back-
light radiation [8], confirming it is appropriate for such
quantitative numerical investigation. The overall effects
were found to be too small to explain the discrepancies
reported in Bailey et al [4].

The individual impact of each potential effect was in-
vestigated and reported. The self-emission effect was in-
vestigated taking into account the difference in area, du-
ration, and solid angle between the self-emission and the
backlight radiation. We found that the self-emission can
slightly lower the line peaks. However, the effect was
four times smaller than needed to explain the smaller
peak-to-valley contrast observed in the experiments. The
tamper-transmission difference effect on the Thick CH
experiments is notable; it can systematically increase b-f
and windows by 10–20% and 40%, respectively. How-
ever, the data shown in Ref. [4] were corrected for this
based on the investigation reported here and therefore
this does not account for the published model-data dis-
crepancy. Also, the simulation suggests this effect should
not be present in the data recorded with the CH+Be
tamper. Since the opacity discrepancies in the b-f and
window were observed from both tamper configurations,
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the tamper-transmission difference is unlikely the source
of discrepancy. While the simulation predicted a notable
temporal gradient (i.e., 14% in Te and 70% in ne), the
simulated experimental opacity closely represents the Fe
opacity at the conditions inferred from the Mg spectra.
Its impact on the opacity measurements and analysis was
found to be too small to cause the severe discrepancies
reported in Ref. [4].

There are limitations in the simulations such as the
fixed dilution factor in the heating radiation, the lack of
2-D/3-D sample hydrodynamics, and a crude approxima-
tion of the upward pressure on the sample provided by
the ZPDH plasma[8]. Future refined simulations without
those limitations are desirable and could provide addi-
tional insight once they successfully reproduce the mea-
sured conditions and backlight spectral image.
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