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Active Brownian particles (ABPs) represent a minimal model of active matter consisting of self-
propelled spheres with purely repulsive interactions and rotational noise. Here, we examine the
pressure of ABPs in two dimensions in both closed boxes and systems with periodic boundary
conditions and show that its nonmonotonic behavior with density is a general property of ABPs and
is not the result of finite-size effects. We correlate the time evolution of the mean pressure towards
its steady state value with the kinetics of motility-induced phase separation. For parameter values
corresponding to phase separated steady states, we identify two dynamical regimes. The pressure
grows monotonically in time during the initial regime of rapid cluster formation, overshooting its
steady state value and then quickly relaxing to it, and remains constant during the subsequent
slower period of cluster coalescence and coarsening. The overshoot is a distinctive feature of active
systems.

I. INTRODUCTION

Over the past decade, there has been growing inter-
est in the physics of active matter, defined as collections
of self-driven particles that exhibit rich emergent behav-
ior [1]. Realizations abound in the living world, from
bird flocks [2–4] to epithelial cell monolayers [5, 6], and
in engineered systems, such as self-catalytic colloids [7, 8]
and microswimmers [9]. The distinctive property of ac-
tive systems is that the particles are independently driven
out of equilibrium and time reversal symmetry is broken
locally, rather than globally as in systems driven out of
equilibrium by external fields or boundary forces.
Progress has recently been made in formulating the

nonequilibrium statistical mechanics of active matter us-
ing a minimal model of active Brownian particles (ABPs)
consisting of purely repulsive self-propelled spherical col-
loids with overdamped dynamics [10]. Perhaps the most
remarkable property of this simple system is that it spon-
taneously phase separates into a dense liquid phase and
a gas phase in the absence of any attractive interac-
tions [10–15]. This phenomenon arises from the persis-
tent dynamics of self-propelled particles when the time
for particles to reorient after a collision exceeds the mean
free time between collisions, hence the name of motility-
induced phase separation (MIPS). Additionally, in a sort
of reverse MIPS, confined ABPs spontaneously accumu-
late at the walls of the container [16–18], a behavior
which is at odds with fundamental properties of gases and
fluids in thermal equilibrium. These findings have raised
a lot of interest in understanding whether active matter
can be characterized in terms of equilibrium-like proper-
ties, such as effective temperature and pressure. A broad
class of active particles can exert persistent forces on the
walls of a container. These forces have been quantified
recently in terms of a new contribution to the pressure,
dubbed swim pressure, that measures the flux of propul-
sive forces across a unit bulk plane of material [17, 19].
Remarkably, it has been shown that in generic active
systems the mechanical force exerted on the walls of the

container depends on the detail of particle-walls interac-
tions, making it impossible to define the pressure of an
active fluid as a state function [20].
This result, however, does not apply to the special case

of spherical ABPs. For this minimal model it has been
shown that the pressure is indeed a state function that
characterizes the bulk materials properties of this simple
active fluid [20, 21]. On the other hand, the behavior
of pressure of spherical ABPs is unusual, in that simula-
tions have reported a non-monotonic behavior of pressure
versus density, arising from the suppression of motility
(and therefore of swim pressure) associated with particle
caging at the onset of phase separation [17, 22]. Exper-
imental measurements of pressure of active colloids have
similarly shown a strong suppression of pressure at in-
termediate density [8]. In spite of extensive work, some
open question remains concerning the quantitative role
of finite-size effects in active systems and the origin and
robustness of the non-monotonic behavior of pressure.
In this paper we use molecular dynamics simulations

to investigate the pressure of spherical ABPs with soft
repulsive forces and correlate its non-monotonic behav-
ior with density with the kinetics of cluster size growth
in phase separating systems. By examining both sys-
tems bounded by confining walls and ones with periodic
boundary conditions, we show that finite-size effects are
consistent in both cases with the behavior expected for a
rarefied thermal gas. The pressure calculated in confined
systems is strongly suppressed by the presence of bound-
aries if the persistence length of the particles dynamics
is comparable to the linear size of the container, with
a linear dependence on system size and a behavior that
resembles that of a rarified Knudsen gas. With periodic
boundary conditions the convergence to the large system
size limit is exponential, again as expected in a thermal
system.
The non-monotonic behavior of pressure as a func-

tion of density for repulsive ABPs with large persistence
lengths was first reported in simulations of systems in
closed boxes [17] and has been seen in sedimentation ex-
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periments of active colloids [8]. More recently it was con-
firmed in numerical studies of hard active particles with
periodic boundary conditions in three dimensions [22].
Our work provides a systematic study of finite size effects
in both bounded and periodic systems and shows that
the nonmonotonicity is not a finite size effect, but a bulk
properties of ABPs. It arises becasue in phase separted
systems the aggregate effectively provides a bounding
wall for the active gas, which suppresses the swim pres-
sure. Additionally, by considering soft repulsive disks,
we complement previous work on hard particles and show
that this effect does not depend on the details of the inter-
particle interaction. Finally, we examine the kinetics of
coarsening and establish a strong correlation between the
aggregation dynamics and the relaxation of the pressure
towards its steady state value. We identify two dynam-
ical regimes that control the relaxation of a disordered
initial state towards the nonequilibrium steady state of
the system. For system parameters that produce a ho-
mogeneous steady state, pressure grows monotonically
in time to its steady state value, which it reaches on a
timescale controlled by the persistence time of the self-
propelled dynamics. In contrast, for parameters that pro-
duce a phase-separated steady state, the time evolution
of the pressure is not monotonic and there are two dy-
namical regimes. Initially, small clusters form and break
up rapidly and the pressure quickly builds up and over-
shoots its asymptotic value. Eventually, the dynamics
crosses over to a coarsening regime with a slower cluster
growth and the pressure relaxes to its steady-state value.
The rest of the paper is organized as follows. Section

II described the ABP model and provides details of our
simulations. Section III examines the swim pressure and
its behavior at low and high density. It also discusses the
relevance of finite-size effects. Section IV examines corre-
lations between the pressure relaxation and the kinetics
of MIPS of swim pressure. Finally, we close in Section V
with some concluding remarks.

II. ACTIVE BROWNIAN PARTICLES MODEL

We consider a well-established minimal model of
monodispersed ABPs in two dimensions [10], consisting
of N self-propelled disks of radius a in a square box
of area L2. Each particle is identified by the position
ri of its center and a unit vector êi = (cos θi, sin θi)
that defines the axis of self propulsion. Assuming the
medium only provides friction, the dynamics is governed
by Langevin equations, given by

ṙi = v0êi + µ
∑

j 6=i

F ij , (1)

θ̇i = ηi(t) , (2)

where v0 is the bare self-propulsion speed, directed along
êi and ηi(t) a Gaussian random torque with zero mean
and variance 〈ηi(t)ηj(t

′)〉 = 2Drδijδ(t − t′), with Dr the
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FIG. 1. Phase diagram of ABPs for a system of size L = 200
in the plane of packing fraction φ and persistence length ℓp.
The phase diagram is constructed by examining the proba-
bility distribution P (φW) of the local densities, computed by
dividing the system in NW windows of size 20×20 and calcu-
lating the packing fraction φW in each window. The heat map
shows the values of the variance of this distribution, defined
as σ2

W = 1
NW

∑NW

i=1 〈(φW − φ)2〉. In phase-separated states,

the probability distribution of φW is bimodal (see, e.g., [13])
and σ2

W is large. We show with circles those values of the pa-
rameters that result in a P (φW) with two peaks (gas density
and aggregate density).

rate of rotational diffusion. The pair forces F ij are purely
repulsive and harmonic, with F ij = k(2a − rij)r̂ij for
r < 2a and Fij = 0 otherwise, where rij = ri − rj is the
interparticle separation and r̂ij = rij/|rij |. Finally, µ is
the mobility. We neglect here noise in the translational
dynamics, which is less important than the orientational
one in both synthetic active colloids and swimming bac-
teria [15]. The nonequilibrium nature of this minimal
active model is provided entirely by the propulsive force
F

s
i = (v0/µ)êi. After integrating out the angular dy-

namics, F s
i represents a non-Markovian stochastic force

correlated over the persistence time τr = D−1
r . Since the

finite correlation time of the noisy propulsive force is not
matched by similar correlations in the friction coefficient
µ−1, which is constant, the system does not obey the
equilibrium fluctuation-dissipation theorem embodied by
the Stokes-Einstein relation.
The persistence time τr controls the crossover from bal-

listic to diffusive regime in the single particle dynamics.
For t ≫ τr the dynamics of noninteracting ABPs is dif-
fusive, with diffusion coefficient Ds = v20τr/2. The single
particle dynamics can also be characterized by the persis-
tence length, ℓp = v0

Dr

, and the rotational Péclet number,

Per = ℓp/a, used in much of the literature [13, 15].
Our simulations employ a conventional Brownian dy-

namics algorithm [23]. We take the interaction timescale,
τD = (µk)−1, as the unit time (µ = k = 1) and the
particle radius a as the unit of length (a = 1). To
prevent particles from passing through each other, we
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set v0 = (aµk)/100. We choose a time step sufficiently
small to handle many-body interactions at high density,
δt ≪ τD.
As discussed in the introduction, purely repulsive

ABPs exhibit macroscopic phase separation, or MIPS,
where the dense phase grows to the size of the system
and nearly free particles in the gas phase try to explore
lengths or order ℓp. For this reason, ABPs are subject to
strong finite-size effects that we quantify here by consid-
ering simulation boxes of linear size L = 50, 100, 200, 400,
both in a closed box geometry and with periodic bound-

ary conditions. We tune the packing fraction φ = N πa2

L2

that sets the total number of particles, N , with N ∼ 105

for L = 400. A schematic representation of the region of
the phase diagram explored in the present work is shown
in Fig. 1, where the color represents the variance of the
local density. Phase-separated systems are plotted with
circles.
All simulations have been run for a time tf of 10

6 time
units or longer, which in all cases is several orders of mag-
nitude longer than the time scale of the particles’ rota-
tional diffusion: tf & 500D−1

r . To examine the time evo-
lution of our observables, we average the relevant phys-
ical quantities over exponentially increasing time win-
dows. In particular, we use the so-called log2-binning
procedure by following the evolution of averages in time
intervals In = (2−(n+1)tf, 2

−ntf]. The error bars are esti-
mated from the fluctuations between several independent
runs with a jackknife procedure (see, e.g., [24]). We have
500 runs for φ = 0.01, 10–20 runs for larger values of φ.
We also use this time binning procedure to assess con-

vergence to the steady state. We consider the simulation
to have reached a steady state if the averages in at least
the first three In are compatible with each other within
errors. If this condition is not met, we double the sim-
ulation time. In particular for parameter values where
the system phase separates, simulations have been run
for 107 time units.
Finally, we shall denote our estimate of the steady state

ensemble average of an observable O by 〈O〉, which we
compute by taking the value for the I0 time interval (i.e.,
the last half of the simulations).

III. SWIM PRESSURE

There has recently been a lot of interest in character-
izing the pressure of active systems. Pressure can be
defined in terms of the forces transmitted across a unit
bulk plane of material. In an active fluid there is a unique
contribution to pressure that measures the flux of propul-
sive forces across a bulk plane of material [17, 21, 25].
This contribution, named swim pressure in recent liter-
ature [26], can be expressed via a virial-type formula as
[15, 17, 19]

ps =
1

dL2

∑

i

F
s
i ·Ri , (3)
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FIG. 2. Time evolution of the pressure of a dilute gas (φ =
0.01) of ABPs for various values of the persistence length for
periodic (a) and closed (b) square boxes of linear size L = 200.
At this density the pressure is determined entirely by the swim
pressure. The solid lines show the large-L ideal gas prediction
of Eq. (5), which matches the numerical results for periodic
boundary conditions even at very large ℓp. For closed systems
the pressure is significantly suppressed by accumulation of
particles at the walls as soon as ℓp becomes comparable to L.
The insets show our estimate for the steady-state pressure 〈p〉
in the dilute limit divided by the ideal gas steady state value
p0 = ρv0ℓp/2µ as a function of persistence length for a various
systems sizes L. For periodic boundary conditions (a)-inset

the system is self-averaging and 〈p〉(L) ≈ p0 within errors for
L = 200. For the closed box (b)-inset, there are strong finite-
size effects due to the walls. We show that 〈p〉/p0 versus ℓp/L
can be fit to 1 − Aℓp/L for ℓp/L ≤ 0.1 (black line) with a
result of A = 1.78(3), χ2 = 7.16 for 6 degrees of freedom
(d.o.f.).

with d the spatial dimension (here d = 2). In a closed box
Ri = ri, but with periodic boundary conditionsRi is the
position of the particle in an infinite system, accounting
for winding numbers as the particle crosses the periodic
boundary [27, 28]. The virial expression estimates the
swim pressure as the propulsive force carried over a dis-
tance of the order of the persistence length, in analogy
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to the kinetic pressure of an ideal gas or the radiation
pressure of a photon gas. Note, however, that in spite of
the one-body expression given in Eq. (3), the swim pres-
sure depends on interactions that lead to suppression of
the persistence length. In addition to the swim pressure,
there is also the contribution describing the direct trans-
mission of interaction forces across the bulk plane. For
pairwise forces F ij , as relevant to our collection of ABPs,
this can be calculated from the familiar virial expression

pD =
1

dL2

∑

i,j

F ij · rij . (4)

Recent work has shown that for the minimal model
of spherical ABPs considered here the total pressure
p = ps + pD defined from Eqs. (3) and (4) coincides with
the force per unit area on the walls of a container [17]
and represents a state function of the active fluid [20],
independent of the properties of the walls.
In the remainder of this section we examine the im-

portance of finite-size effects in the calculation of the
pressure of active systems and demonstrate that the pre-
dicted [17] and observed [8] non-monotonicity of pressure
versus density is an intrinsic property of these nonequi-
librium fluids, not a finite-size effect.

A. Pressure of a dilute active gas

For a dilute gas of ABPs, the dominant contribution to
the pressure comes from the swim pressure ps. Neglecting
interactions, and in the large-size limit, Eq. (3) can be
calculated exactly, with the result [17, 29]

p(t) = p0
(

1− e−Drt
)

, p0 = ρ
v20

2µDr
, (5)

where ρ = N/L2 = φ/(πa2) is the number density.
The pressure p0 of an active ideal gas can be natu-
rally interpreted in terms of an active temperature, with
p0 = ρkBTa, and Ta = v20/(2µkBDr). This active tem-
perature also coincides with the one set by the ratio of
translational diffusion Ds = v20τr/2 to the friction coeffi-
cient µ−1, as required for thermal Brownian particles sat-
isfying the Stokes-Einstein relation. Indeed, the stochas-
tic propulsive force becomes δ-correlated in time in the
limit τr → 0, with kBTa = constant [10]. In other words,
noninteracting ABPs behave like thermal colloid at tem-
perature Ta in the limit of vanishing persistence time, τr.
Here we consider the pressure of active particles for finite
values of the persistence time, away from this Brownian
limit.
The time evolution of ps of a dilute active gas (φ =

0.01) is shown in Fig. 2 for a system in a box of linear
size L = 200 with periodic boundary conditions (a) and
one enclosed by bounding walls (b), for various values of
the persistence length, ℓp. Flat repulsive walls are im-
plemented using the same harmonic forces that describe
interparticle interactions.
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FIG. 3. Pressure as a function of packing fraction for ℓp/a =
25 (a) and ℓp/a = 50 (b) for a system with periodic boundary
conditions. The box size must be several times larger than ℓp
to obtain results representative of the large-L limit.

For periodic boundary conditions, Eq. (5) provides an
excellent fit to the calculated pressure over the entire
time range and for all ℓp considered. In confined systems,
however, a second time scale comes into play, that is the
time τL = L/v0 it takes an ABP to travel the size of the
box. The finite-size corrections to pressure are negligible
only when τL ≫ τr, or equivalently L ≫ ℓp (here with
L = 200 this only holds for the smallest ℓp = 5). In all
other cases the presence of confining walls strongly sup-
presses the asymptotic long-time value of the pressure as
compared to the value p0 given by Eq. (5). To quantify
the finite-size corrections, the insets of Fig. 2 show the
ratio 〈p〉/p0 of the calculated steady-state pressure to the
ideal active gas pressure as a function of ℓp for various
systems sizes L. With periodic boundary conditions (a),
the finite-size corrections are essentially independent of
ℓp and converge very quickly to p0 with increasing system
size—in fact for L = 200 〈p(ℓp)〉/p0 is indistinguishable
from 1 with our errors.

In the case of the closed box the finite-size effects are
much more pronounced and depend strongly on ℓp, as
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FIG. 4. Swim pressure 〈ps〉 (a) and cluster fraction 〈Nc〉/N
(b) versus packing fraction φ for several values of ℓp (we use
L = 200 for ℓp/a ≤ 25 and L = 400 for ℓp/a = 50, 100). In
(a), solid lines show fits to 〈ps〉 = p0(φ)(1−φ/φ0), where φ0 is
the only adjustable parameter (see Ref. [15]). This quadratic
behavior breaks down for higher ℓp. In both frames, dashed
lines provide a guide for the eye.

shown in the inset of Fig. 2b. Our 〈p〉/p0 for different
L can be nearly collapsed when plotted versus ℓp/L. In
fact, for ℓp/L . 0.1, the behavior can be fitted by a linear
form, 〈p〉/p0 ≃ 1 − Aℓp/L. This functional dependence
supports the idea that the box boundary has a simple
surface effect on the pressure for ℓp/L ≪ 1. At higher
persistence lengths, collective effects, such as clustering
of particles at the corners of the box, yield further devi-
ations from the linear behavior.

In summary, we find that at low density the swim pres-
sure is clearly suppressed in systems that restrict the
mean free path below ℓp, so that the dynamics remains
ballistic at all times. When particles are confined, there
are strong boundary effects reminiscent of those seen in a
Knudsen gas, where the density is so low that the mean-
free path from inter-particle collisions exceeds the box
size. Specifically, the convergence to the large-L limit is
exponential for the periodic box and linear for the closed

box. This is precisely the type of the finite-size effects
one expects in a thermal system whose free energy would
have bulk and surface contributions, with the former the
only relevant one in periodic systems at large L.

B. Pressure at finite density

At finite density, both the swim contribution and
the direct contribution from interactions are apprecia-
ble. The direct contribution form interactions, pD(φ),
grows monotonically with density as in passive systems
and depends only weakly on self propulsion [17]. In
contrast the swim pressure is non-monotonic in density
and strongly suppressed at intermediate density due to
the decrease of particle motility. This leads to an over-
all non-convex density dependence of the total pressure
〈p(φ)〉, which has been seen in simulations [17, 20, 22]
and experiments [8]. For larger ℓp simulations show a
non-monotonic 〈p(φ)〉.
When the system phase separates, the macroscopic ag-

gregate effectively provides a bounding wall to the gas
phase, leading to strong finite-size effects in the swim
pressure even in systems with periodic boundary condi-
tions. This is shown in Fig. 3. Here, the bottom frame
(ℓp/a = 50) shows a system which undergoes phase sep-
aration for intermediate densities, while in the top frame
(ℓp/a = 25) the phase separation is still incipient (recall
Fig. 1). We note that in the former case we need box sizes
of L ≥ 200 to achieve convergence [30]. All the results
reported in the remainder of the paper are for box sizes
L = 200, 400, and are free of finite-size effects within our
error bars.
For sufficiently large values of ℓp the pressure of the

active fluid is non-monotonic with density. This behav-
ior, shown in Fig. 3b, is not a finite-size effect and is
associated with the strong suppression of the swim pres-
sure arising from motility-induced aggregation. Ref. [20]
showed that the suppression of ps can be captured by a
simple expression, given by

ps = ρ
v0v(ρ)

2µDr
, (6)

with v(ρ) = v0 + µ〈êi ·
∑

j 6=i F ij〉 the effective velocity
of a particle along its direction of self-propulsion. To
leading order in the density, this has a linear decay v(ρ) =
v0(1− ρ/ρ∗), where ρ∗ ≡ ρ∗(ℓp) provides a cutoff, above
which v(ρ) goes to zero. Inserting this form of v(ρ) into
Eq. (6) yields a quadratic form for the swim pressure,
ps = kBTaρ(1− ρ/ρ∗) [20].
As we can see in Fig. 4a, this ansatz works well only

for moderate ℓp (ℓp/a . 25 with our parameters). For
large ℓp, i.e., for systems exhibiting phase separation (see
Fig. 1), the swim pressure displays a much stronger de-
pendence on density and drops abruptly at the onset
of phase separation. Phase separating systems always
evolve to contain a single large dense region,
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FIG. 5. Time evolution of the total pressure p (red squares),
swim pressure ps (blue triangles) and direct pressure pD (blue
circles) for (a) ℓp/a = 25 and φ = 0.2, (b) ℓp/a = 25 and
φ = 0.35, (c) ℓp/a = 50 and φ = 0.2, and (d) ℓp/a = 50 and
φ = 0.35. Systems that remain homogeneous reach steady
state on the timescale of τr = D−1

r while phase-separating
systems (in this case φ = 0.35, ℓp = 50, recall Fig. 1) take or-
ders of magnitude longer. Swim and total pressures grow non-
montonically, first reaching a maximum value on the timescale
of τr, then falling to a lower steady-state value on a density-
dependent timescale related to the increased variance of nu-
cleation times at lower densities.

The relation between pressure and particle aggregation
is shown in Fig. 4. The bottom frame displays the total
number of particles Nc that belong to clusters above a
certain threshold size (we use a cutoff of 100) [31]. The
sharp drop in pressure shown in Fig. 4a at large values
of ℓp corresponds to a jump in the value of Nc, signaling
the onset of phase separation. A similar result has been
obtained for hard repulsive spheres in d = 3 [22].

IV. KINETICS OF MOTILITY-INDUCED

PHASE SEPARATION

The time evolution of the pressure from a random ini-
tial condition towards the final steady state reveals a non-
monotonic dynamics directly related to the kinetics of
MIPS. This is displayed in Fig. 5. For parameter values
corresponding to homogeneous steady states, the pres-
sure evolves monotonically in time, reaching its steady
state value in a time of the order of the persistence time,
τr. For parameter values corresponding to phase sep-
arated steady states, however, the convergence to the
steady state is delayed by cluster nucleation and aggre-
gation, which operate on a density-dependent timescale
much longer than rotational diffusion. This results in the
pressure temporarily overshooting its steady-state value,
as shown in Fig. 5. The total time required for the pres-
sure to reach steady state depends on density and, not
surprisingly, is longest for the lowest densities that ex-
hibit phase separation. The growth of the dense phase

is associated with the formation of clusters of jammed
particles. If the reorientation time τr required for par-
ticles to turn and escape from the cluster is longer than
the mean free time between collisions, more particles will
accumulate and the cluster will grow. This process con-
tinues as long as the rate for escaping from the cluster
(Dr), is slower than the rate at which particles absorb at
the boundary, which is controlled by the collision rate.
Systems with lower densities take a longer time to reach
the final state due to lower nucleation and adsorption
cross-sections. This is in agreement with recent work
examining the kinetics of MIPS in terms of classical nu-
cleation theory [32].
By comparing the evolution of pressure and of density

correlations in our largest phase-separating systems (L =
400), we can identify two distinct dynamical regimes.
Once the pressure reaches its steady state value, clus-
ters begin to coarsen at a slower rate, corresponding to
previous observations [33, 34].
By the time pressure equilibrates, multiple clusters

have formed and there is an average zero net flux between
phases, shown in Fig. 6 where we additionally quantify
the number of particles in the largest cluster N1 alongside
all clustered particles Nc. At this stage, the dense aggre-
gates move very slowly, having caged the motility of most
aggregated particles, only allowing those at the bound-
ary to de-adsorb, while large clusters coalesce into one
another until system-spanning phase separation occurs.
We find a division in time regimes of growth for Nc(t)
and N1(t) and show snapshots of this process in Fig. 6.
The largest cluster continues to grow long after the clus-
ter fraction saturates, which corresponds with pressure
reaching its steady state.
In particular, for the data shown in Fig. 6, we have fit

the number of particles in the largest cluster to

N1(t) ∼ tγ . (7)

In the first time regime (up to and including point B
in the figure, that is, for tDr < 20) this fit gives γ1 =
1.3(2), χ2/d.o.f. = 0.12/1. In the coarsening regime, for
tDr > 20, we obtain γ2 = 0.29(4), χ2/d.o.f. = 1.65/3.
These fits are plotted with dotted lines in the figure.
We note that the coarsening regime has been studied in

previous work [33, 34] using the growth of a length scale
computed from the structure factor: L(t) ∝ tα, α ≈ 0.28.
If we reproduce the analysis of L(t) in [34] with our data
we obtain α = 0.26(2), χ2/d.o.f. = 1.82/3 for tDr > 20.
Finally, we compare the approach to the steady state

to the dynamics of pressure fluctuations in the steady
state by computing the time autocorrelation function of
the instantaneous mean pressure, given by

Cp(t) =
〈p(s)p(s+ t)〉 − 〈p〉2

〈p2〉 − 〈p〉2
. (8)

This function is shown in Fig. 7 for ℓp = 25 and
φ = 0.4. The correlation function decays exponentially,
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FIG. 6. Time evolution of pressure p (red squares), total cluster fraction Nc/N (blue lines), and largest cluster fraction N1/N
(blue circles) for a system with size L = 400, φ = 0.35, and ℓp = 50. Nc/N is shown in (f) for 10 individual runs to emphasize its
robust steady state. Snapshots (a–e) show a single run, for times that correspond to the points in the (f), labeled respectively.
The overshoot in pressure results from the onset of clustering, which dampens the swim and total pressure in the long-time
limit. The steady state of pressure corresponds with the steady state of Nc, while N1 continues to grow as the system coarsens.

allowing us to extract a relaxation time τ ,

Cp(t) ≃ e−t/τ , (9)

We find that τ does not depend on density and coin-
cides with τr for all our runs (Fig. 7). Therefore, even
though the time evolution of the pressure in the approach
to the steady state is density dependent, once the steady
state has been reached the only time scale for pressure
fluctuations is given by the single-particle rotational dif-
fusion.

V. CONCLUSIONS

We have examined the effects of finite system size and
of the kinetics of MIPS on the pressure of ABPs in two
dimensions. In a dilute gas of ABPs the finite-size effects
on pressure for both open (periodic) and closed (particles
in a square box) boundary conditions are quantitatively
similar to what one would expect for a thermal gas. At fi-
nite density, finite-size effects are pronounced even for the

periodic case. We find that the box size has to be several
times larger than the persistence length of the particles to
obtain results representative of bulk behavior. This has
implications for studies in strip geometries [35], where a
careful control is needed to avoid spurious anisotropies
in the stresses.

For parameter values corresponding to MIPS, we have
examined the correlation between the relaxation of the
mean pressure to its steady state value and the kinet-
ics of clustering and phase separation. In this regime,
the interplay between the decreasing swim pressure and
the increasing direct pressure from interaction in the in-
cipient clusters results in long, density-dependent time
scales for approach to the steady state. The phase sep-
aration process shows two distinct dynamical regimes:
a rapid growth corresponding to the formation of small
clusters, followed by a slower regime of cluster coales-
cence and coarsening. These two regimes are reflected in
the time evolution of the pressure that first grows rapidly
during the small cluster nucleation when it is mainly con-
trolled by the swim pressure of the gas, even overshooting
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FIG. 7. Correlation time τ for ℓp = 25, 50, 100 computed
for the correlation function, Eq. (8). Inset shows an ex-
ample of the steady-state correlation function, for φ = 0.4
and ℓp = 25. Even though the time needed to reach the
steady state depends on φ (Figure 5), once the steady-state
has been reached τ is equal to the single particle persistence
time, τ = τr = ℓp/v0.

its steady state value, and then remains constant dur-
ing coarsening when the net flux of particles between
the dense and dilute phases vanishes. The overshoot of
the swim pressure upon phase separation is a distinctive

feature of active particles associated with crowding of
the gas at the boundary of the dense phase. The clus-
ter provides an effective bounding wall to the active gas,
strongly suppressing the swim pressure. This effect has
no analogue in thermal systems where the kinetic contri-
bution to the pressure is not affected by interactions nor
by interfaces.
The total pressure, has, however, been shown to re-

main equal across the two phases, confirming that this
minimal model can be described in terms of an effective
thermodynamics. The relationship between the kinet-
ics of MIPS and the relaxation of pressure to its steady
state value additionally validates the use of equilibrium-
like ideas as done in Ref. [32] to describe the coarsening
kinetics.
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[23] A. C. Brańka and D. M. Heyes,
Phys. Rev. E 60, 2381 (1999).

[24] D. Amit and V. Martin-Mayor, Field Theory, the Renor-
malization Group, and Critical Phenomena, 3rd ed.
(World Scientific, Singapore, 2005).
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A. Cacciuto, C. Valeriani, and D. Frenkel,
Phys. Rev. Lett. 111, 245702 (2013).

[30] At very high packing fraction, approaching or even sur-
passing the closed-packed limit, there are larger discrep-

ancies, but we do not consider this regime here.
[31] A particle i is part of cluster C if it is interacting with

any other disks in that cluster (i.e., if rij ≤ 2a for any
j ∈ C).

[32] G. S. Redner, C. G. Wagner, A. Baskaran, and M. F.
Hagan, Phys. Rev. Lett. 117, 148002 (2016).

[33] G. S. Redner, M. F. Hagan, and A. Baskaran,
Phys. Rev. Lett. 110, 055701 (2013).

[34] J. Stenhammar, A. Tiribocchi, R. J.
Allen, D. Marenduzzo, and M. E. Cates,
Phys. Rev. Lett. 111, 145702 (2013).

[35] J. Bialké, J. T. Siebert, H. Löwen, and T. Speck,
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