
This is the accepted manuscript made available via CHORUS. The article has been
published as:

Mass-flow-rate-controlled fluid flow in nanochannels by
particle insertion and deletion

Paul L. Barclay and Jennifer R. Lukes
Phys. Rev. E 94, 063303 — Published  2 December 2016

DOI: 10.1103/PhysRevE.94.063303

http://dx.doi.org/10.1103/PhysRevE.94.063303


Mass-flow-rate-controlled Fluid Flow in Nanochannels by Particle Insertion and

Deletion

Paul L. Barclay∗ and Jennifer R. Lukes†

Department of Mechanical Engineering and Applied Mechanics,
University of Pennsylvania, Philadelphia, PA 19104, United States

(Dated: November 11, 2016)

A non-equilibrium molecular dynamics method to induce fluid flow in nanochannels, the insertion-
deletion method (IDM), is introduced. IDM inserts and deletes particles within distinct regions in
the domain, creating locally high and low pressures. The benefits of IDM are that it directly controls
a physically meaningful quantity, the mass flow rate, allows for pressure and density gradients to
develop in the direction of flow, and permits treatment of complex aperiodic geometries. Validation
of IDM is performed, yielding good agreement with the analytical solution of Poiseuille flow in
a planar channel. Comparison of IDM to existing methods indicates that it is best suited for
gases, both because it intrinsically accounts for compressibility effects on the flow and because the
computational cost of particle insertion is lowest for low density fluids.

I. INTRODUCTION

With potential impacts in a wide variety of fields from
medicine and biotechnology to robotics and avionics,
micro- and nanoscale liquid and gas flows have become
increasingly important in recent years [1–14]. Devices
such as pacemakers [1], nano probes/sensors [4, 10, 11],
and nano pumps/turbines [6, 10], and processes such as
drug delivery [3], desalination [7], and shale gas extrac-
tion [13, 14] involve flows at small scales. Having a com-
plete understanding of such flows could reduce drag [15],
wear [16], and leakage [9] of micro- and nano-machinery
while allowing for better thermal management and con-
trol [1, 2] of these devices and processes.
Pressure driven flow is an important flow regime

for nanochannels [12, 17], carbon nanotubes [5], and
nanopipettes [18]. Molecular dynamics (MD) simula-
tions [19] have been widely used to study nanoscale flow
in these [3, 16, 20] and other systems [7]. It has been
shown in MD studies that continuum Poiseuille flow de-
scriptions, which assume constant fluid properties, no-
slip boundaries, and a constant pressure gradient dP/dx
along the length of a fluid channel, are valid down to the
nanometer scale if appropriate interactions between the
walls and fluid are used [21, 22] and if fluid properties are
adjusted to account for confinement effects [16, 20]. The
horizontal velocity, u, and mass flow rate, ṁ, in Poiseuille
flow are given by [23]

u(y) =
3ṁ

2ρBLyLz

(

1−
4y2

L2
y

)

(1a)

ṁ = −
ρBL

3
yLz

12µ

∂P

∂x
. (1b)

In Eqns. (1a) and (1b) y is the direction perpendicular to
the wall, ρB and µ are the bulk density and bulk viscosity
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of the fluid, Ly is the channel height with walls located
at ±Ly/2, and Lz is the channel depth.
Several methods have been developed to induce planar

Poiseuille flow in MD [24–39]. The most commonly used
technique is the body force method (BFM) [24]. BFM
applies an external body force, f , to all fluid atoms in or-
der to induce flow. Typically a constant force is applied
(BFM-C). Recently, a BFM based on constraint dynam-
ics has been developed [25]. Termed Gaussian dynamics
by the authors and here as BFM-GD, the method main-
tains a desired momentum and thus controls the mass
flow rate in the system. The benefits of BFMs are the
simplicity of implementation, the wide range of accessible
flow regimes [40], and a simple physical understanding of
what is happening to each fluid particle. A drawback of
BFMs, arising from their application to periodic systems,
is that pressure gradients do not arise directly in the sim-
ulations. The pressure can be corrected by removing the
hydrostatic portion due to f ,

Pcorr = P −
ρBf

m
(x− x0) (2)

where m and x0 are the particle mass and zero refer-
ence frame for the force field and P is the internal fluid
pressure,

P = ρkBT +
1

3V

N
∑

i6=j

rij · Fij(rij). (3)

Here ρ, kB , T , V , N , rij , and Fij are the number density,
Boltzmann constant, temperature, volume of the region,
number of particles, displacement between particles, and
interaction force between particles. For incompressible or
nearly incompressible fluids, this correction is valid, and
yields a pressure gradient in the flow direction of magni-
tude ρBf/m. However, its validity for compressible fluids
is questionable. Another drawback of BFMs is that the
body force needed for flow to develop on computationally
accessible time scales is quite large [36].
Dual volume control grand canonical molecular dy-

namics (DCV-GCMD) [26, 41–45] is another method that
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has been used to drive flow. This method uses grand
canonical Monte Carlo (GCMC) to select particle con-
figurations that maintain different chemical potentials in
control volumes at either end of the flow domain, and
alternates GCMC with MD moves that advances parti-
cle positions (both inside the control volumes and be-
tween the control volumes). The benefit of DCV-GCMD
method is that it allows precise setting of the fluid prop-
erties in the GCMC control volumes [41, 42]. The main
drawback is that it requires several GCMC moves for ev-
ery MD move, which becomes computationally expensive
as the pressure [46] or density [36] increases.
In this paper we develop an MD method, the insertion-

deletion method (IDM), to induce fluid flow in nanochan-
nels. IDM addresses drawbacks of the techniques above
and allows control of the mass flow rate, a physically
relevant quantity. A description of IDM is provided in
Section II. In Sections III A and III B, mass flow rates,
viscosities, and velocity, pressure, and density profiles
from IDM are compared to those from the analytical
Poiseuille flow solution and to BFM and DCV-GCMD.
This comparison shows that IDM produces the expected
fluid flow characteristics and highlights the advantages
of IDM, as compared to other methods, for modeling
flows where fluid compressibility effects are important.
Section III C compares the computational efficiencies of
IDM, BFM, and DCV-GCMD. Section IIID discusses
details of the kinetic and potential energies computed in
IDM and shows that energy fluctuations induced by the
method are two orders of magnitude smaller than those
arising from the thermostat. Finally, Section IV presents
conclusions and future directions.

II. METHOD

A. IDM Description

IDM controls the mass flow rate by inserting and delet-
ing particles in distinct regions of the simulation domain.
Fig. 1 shows a schematic of the IDM: ΩI and ΩD repre-
sent the regions where particles are inserted and deleted.
The inserted particles create a high pressure in the cen-
ter of the domain while the deleted particles create a low
pressure near the edges. This causes symmetric pres-
sure gradients and therefore symmetric flow profiles to
develop, as indicated by the arrows in Fig. 1. ΩI and
ΩD can be regarded as particle sources and sinks respec-
tively, while ΩS represents the region where the fluid is
steadily flowing. The general algorithm for IDM is as
follows: (a) insert k particles in ΩI and delete k particles
in ΩD, (b) run MD for n steps, (c) repeat. The set mass
flow rate is

ṁset =
km

n∆t
(4)

where ∆t is the time step chosen for the simulation. Due
to the symmetry of the system, half of the mass is ex-

pected to flow in the positive x direction with the other
half flowing in the negative x direction. In most other
methods to induce Poiseuille flow, the mass flow rate is
a dependent quantity driven by external forces, fictitious
membranes [27], physical pistons [28–31], or boundary
regions that establish pressure [32], chemical potential
[26, 41–45], or temperature [38] gradients. IDM and
BFM-GD directly control the mass flow rate, leaving
other variables, namely pressure and density, as depen-
dent quantities.

FIG. 1. IDM Schematic. Particles are inserted in ΩI (red),
deleted in ΩD (blue), and flowing in ΩS (green).

TABLE I. Parameters for the four IDM cases modeled.

ρ Tset Lx Lz

k = 1 k = 2
n ṁset n ṁset

Liquid 1 0.757 0.8 41.04 30.78 2–25 8–100 4–25 16–100
Liquid 2 0.757 0.8 82.08 30.78 5 40 – –
Liquid 3 0.757 0.8 123.12 30.78 5 40 – –
Gas 0.074 1.2 41.04 51.30 4–25 8–50 – –

B. IDM Implementation

The dimensionless truncated and shifted Lennard-
Jones potential [19],

φ(rij) =







4ǫij

(

1
r12
ij

− 1
r6
ij

− 1
r12c

+ 1
r6c

)

if rij ≤ rc

0 else
(5)

where ǫij and rc are the potential well depth and the
cutoff radius, is used for all interactions. The parame-
ters used for the fluid-fluid, wall-wall, and fluid-wall in-
teractions and cutoff radius are ǫFF = 1, ǫWW = 9,
ǫFW = 0.75, and rc = 2.5 in order to mimic the no-slip
boundary condition [47]. The walls are modeled by four
layers of particles in an FCC lattice. The position of the
outermost layer is fixed in space in order to contain the
system while the inner three layers are permitted to move
based upon the above interactions. The velocity Verlet
algorithm is used with a time step ∆t = 0.005. Periodic
boundary conditions are applied in length, x, and depth,
z, directions. The height of the channel is Ly = 17.18
and length of the insertion region is Lid = 2.56. Other
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dimensions, densities, and temperatures are given in Ta-
ble I for the high and low density fluids (“liquid” and
“gas” respectively) modeled in this work. All quantities
are expressed in Lennard-Jones reduced units.
The fluid particles and wall particles are initialized in

an FCC lattice. The mobile wall and fluid particles are
initialized with a temperature of T = 0.001Tset. The
temperature is then ramped to Tset over 50000 steps in
order to melt the fluid lattice. Next, the system is held
at Tset for 100000 steps before IDM is started. Parti-
cles are then inserted via the USHER algorithm [48] in
ΩI and deleted from random locations in ΩD at various
rates (Table I). The USHER algorithm finds an insertion
location such that the potential energy of the inserted
particle is within a set tolerance, here ±5% unless other
noted, of a desired potential energy. USHER initially
choses a random starting location in ΩI which is itera-
tively updated via a Newton-Raphson method until the
targeted potential energy, here the instantaneous aver-
age potential energy per particle in ΩI before insertion,
is achieved.The velocity of the inserted particles is cho-
sen from the Maxwellian distribution corresponding to
the instantaneous temperature in the ΩI . IDM is then
run using LAMMPS [49] for at least 100000 steps to col-
lect statistics.
Velocity rescaling thermostats are used to control tem-

perature [19]. Temperatures are calculated using the

thermal velocities, v
(T )
i = vi − vave where vi and vave

are the velocity of particle i and the average velocity
of the thermostatted region. Separate thermostats were
used for insertion (ΩI), deletion (ΩD), leftward flowing
(ΩS , x < 0), and rightward flowing (ΩS , x > 0) regions,
which is similar to the thermostatting techniques used in
DCV-GCMD methods [50].

III. RESULTS AND DISCUSSION

A. IDM Consistency Checks

To verify that IDM produces physically meaningful
flow, various checks of the method were performed. First,
simulations were run and snapshots of the particle posi-
tions were taken at various times (Fig. 2). The startup
time was found to be short, with the system reaching
a steady state in approximately 50 time units (10000
timesteps). As the flow developed, the inserted (dark
red) particles displayed a spatial distribution consistent
with the expected parabolic profile (Eqn. (1a)) and a
clear left-right symmetry with respect to the insertion
region. Next, local temperature profiles were evaluated
and found to be roughly constant throughout the en-
tire domain, as expected. As an additional check, the
instantaneous distribution of the particle velocity com-
ponents within the central region of ΩS (away from ΩI ,
ΩD, and the walls) was computed and found to be well fit
by the Maxwell-Boltzmann distribution for Tset. Finally,
the mass flow rate actually produced in IDM simulations

FIG. 2. Snapshots of particle positions at various times for
the liquid system with ṁset = 40.
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FIG. 3. Mass flow rate versus number of steps between in-
sertion/deletion events. An event refers to the insertion and
deletion of k particles in ΩI and ΩD, respectively. Standard
error is smaller than marker size.

was compared to the set mass flow rate in Eqn. (4). This
was done by counting the number of particles crossing the
middle of ΩS and computing the actual mass flow rate
from this value. Excellent agreement between ṁset and
the MD mass flow rate (Fig 3) was found for both liquid
and gas flows.

B. IDM Validation and Comparison

Next, velocity, density, and pressure profiles generated
by IDM were compared to the analytical solution for
Poiseuille flow (Eqn. (1a)) and to results from BFM-
C, BFM-GD, and DCV-GCMD methods. Details of our
implementation of these methods are given in the Ap-
pendix. Fig. 4 shows the number density and horizontal
velocity in the center of ΩS for typical liquid and gas
simulations. The density profiles of all methods are the
same for both liquid and gas. The center of the channel
has the bulk density, and the fluctuating densities near
the walls are indicative of the expected solid-like layers
that arise from atomic ordering [51]. The liquid simu-
lations produce parabolic velocity profiles that are very
well represented by the theoretical profile of Eqn. (1a),
which includes no fitting parameters. At the wall, the
velocity goes to zero indicating that the liquid does not
slip at the surface. The velocity profiles for the gas are
well fit by the parabolic profile if Eqn. (1a) is adjusted
to include gas slip [52] at the walls.
Fig. 5 shows the normalized number density and
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FIG. 4. (A) Number density and (B) horizontal velocity ver-
sus vertical channel position for Lx = 41.04. The mass flow
rate for the liquid is ṁset = 40 while the mass flow rate for
the gas is ṁset = 20.

pressure along the length of the channel in ΩS with
Lx = 41.04. In all cases shown, BFM-C and BFM-GD
density and pressure profiles are indistinguishable. For
the liquid, the IDM density an pressure profiles are very
similar to the BFM profiles (Figs. 5A and 5C), with dif-
ferences less than 2% (Figs. 6A and 6B, Lx = 41.04)
at all positions within ΩS . In contrast, the IDM profiles
for the gas are markedly different from the BFM profiles.
These differences arise from the periodic boundary con-
ditions used in BFM, which do not permit development
of density gradients in the fluid. The assumption of con-
stant fluid density is reasonable for liquids, as is shown
in Fig. 5A by the close agreement between IDM and
BFM, but is questionable for gases (Fig. 5B), where com-
pressibility effects become important. This is also mani-
fested in the pressure profiles shown in Figs. 5C and 5D.
The hydrostatic-corrected (Eqn. (2)) BFM pressure pro-
files, which assume a constant density, match well with
IDM for the liquid but show pronounced differences for
the gas. DVC-GCMD simulations were also run for the
gas and show good agreement with IDM. This agreement
lends confidence that IDM produces physically meaning-
ful results and indicates that differences between IDM
and BFM likely result from the artificially flat density
profile enforced in BFM.
The limitations of the constant density assumption in

BFM do not show up exclusively in gaseous systems.
Even for liquid systems, this assumption begins to lose
validity as the channels become longer. Fig. 6 shows
the percent differences in density and pressure between
IDM and BFM-C as a function of channel position for
three channel lengths. Larger differences indicate that
larger errors are being introduced by the constant den-
sity assumption. For all three channel lengths, the den-
sity differences are smallest in the middle of ΩS (nor-
malized channel position 0.5), and largest near ΩI and
ΩD (normalized positions of 0 and 1, respectively). As
channel length increases, these differences become more
pronounced, with the longest channel (Lx = 123.12) hav-
ing a difference of ±4% (Fig. 6A). Similar differences are
observed for the pressure profiles (Fig. 6B). It is im-
portant to note that the longest channels, which display
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the largest differences between IDM and BFM density
and pressure profiles, also experience the highest drops
in pressure across ΩS for a constant mass flow rate (Eqn.
(1b)). The normalized pressure drop, ∆P ∗ = ∆P/P0, for
the smallest channel is 0.170 for IDM and 0.155 for the
BFMs (Fig. 5). IDM has a pressure drop that is 0.015
(9.7%) higher than the BFMs for the shortest channel
(Fig. 5C) and 0.055 (12.0%) higher for the longest chan-
nel. These differences in ∆P ∗ are fairly significant for
the liquid but are much smaller than the increases seen
by the gas with IDM being 0.26 (223%) higher and 0.68
(237%) higher then BFM for ṁ = 20 and ṁ = 50, respec-
tively. These results imply that, for compressible fluids,
BFMs can significantly underestimate the pressure drops
required to induce flow at a given mass rate. Based on
these observations we recommend that BFM only be ap-
plied to nearly incompressible systems.
Using Eqns. (1b) and (4), an effective viscosity for

the channel can be obtained from linear pressure fits and
the set mass flow rate. Figs. 7A and 7B show that the
viscosity for the various liquid and gas cases is roughly
constant and is similar in magnitude to values found in
the literature [16, 27, 37, 53]. Due to underestimation
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of the pressure gradient in BFM-C and BFM-GD for the
gas, the viscosity calculated by these methods is notice-
ably lower than that of IDM and DCV-GCMD (a similar
result is true for the liquid case but the difference is dif-
ficult to notice).
Figs. 7C-F show the IDM, BFM-C, BFM-GD, and

DCV-GCMD density and pressure gradients obtained for
various mass flow rates set in Eqn. (4). IDM shows ex-
cellent agreement with Eqn. (1b) and with DCV-GCMD,
indicating that it can successfully model a range of mass
flow rates. In contrast, BFM-C and BFM-GD show
notable deviations from these benchmarks, with worse
agreement at higher mass flow rates. Eqn. (1b) in Figs.
7E and 7F is calculated from the weighted average vis-
cosity and bulk density (note that it is adjusted in the
gas to account for fluid slip). The error bars in Fig. 7
represent the uncertainty in the slope of the pressure (or
density) fit.

C. Computational Cost

Although IDM and DCV-GCMD allow for density and
pressure gradients to develop in a flow, these gradients
come at an increased computational cost compared to
BFM. Fig. 8 shows the computational efficiency of IDM
and DCV-GCMD when run on four 3.0 GHz Intel Xeon
Processors each with 2.00 GB RAM. The runtimes for
BFM-C (normalizing factor) are roughly constant as ex-
pected because a larger mass flow rate requires a larger
applied force which does not require any excess compu-
tation. The runtimes for BFM-GD (not shown) are com-
parable with the runtimes of BFM-C. For IDM, however,
an increased mass flow rate requires USHER to be called
more frequently which, for liquids, significantly increases
the computational cost. Additionally, as the mass flow
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‘�’ and ‘N’ are DVC-GCMD simulations with 75 and 686
GCMC steps for every MD step, respectively.

rate increases the density gradient increases (Fig. 7C
and 7D), leading to higher densities in ΩI that decrease
the efficiency of USHER [48]. The increasing computa-
tional cost is less noticeable for the gas because even for
the largest mass flow rate ΩI still has a large number
of potential insertion locations. The acceptance criterion
of USHER also plays a part in the computational time
required. Changing USHER’s acceptance criterion from
5% to 10% had minimal impact on the flow, with the ve-
locity, density, and pressure profiles being similar in both
cases. Additionally, the difference in runtime between the
two cases is minimal, especially when compared to BFM-
C runtimes. For the gas the IDM computational cost is
about 25% greater than that of BFM-C for all simulated
mass flow rates.
Although IDM is computationally more expensive than

BFM-C, it is almost four times less expensive than DCV-
GCMD with a ratio of 75 GCMC attempts for every MD
timestep. If you increase the number of GCMC moves
to 686 (this number was chosen to follow the standard
practice [19, 54] that the number of GCMC translation
attempts is roughly the number of particles in ΩI or ΩD)
then IDM becomes 25 times less computationally expen-
sive than DCV-GCMC. DCV-GCMD simulations were
not run on a liquid system because the computational
cost of DCV-GCMD increases with density and pressure
[36, 46] due to the increased computational cost of calcu-
lating the energy change for a GCMC attempt as well as
the increased number of GCMC steps needed to maintain
the desired chemical potential.

D. Energy of Inserted and Deleted Particles

For a given insertion/deletion event, IDM can add en-
ergy to or remove energy from the domain because the
inserted and deleted particles are not required to have the
same energy. It is thus interesting to examine what effect
such events have on the energies in ΩI and ΩD. Figs. 9A
and 9B show the potential and kinetic energy distribu-
tions of the inserted and deleted liquid particles for two
mass flow rates: ṁset = 20 (Fig. 7A) and ṁset = 40 (Fig.
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TABLE II. Density, average potential energy of inserted
(deleted) particles, and percent difference from the back-
ground potential energy in insertion (deletion) region for IDM
runs corresponding to Fig. 9.

k n ṁset

Insertion Deletion
ρ 〈φI〉 % Diff. ρ 〈φD〉 % Diff.

1 10 20 0.768 -4.45 4.82 ± 1.22 0.744 -4.53 0.68± 13.56
2 20 20 0.768 -4.45 4.81 ± 1.24 0.744 -4.56 0.02± 13.36
1 5 40 0.778 -4.51 4.81 ± 1.18 0.731 -4.44 1.16± 13.95
2 10 40 0.778 -4.51 4.85 ± 1.18 0.732 -4.48 0.28± 13.80

7B). In each figure, the kinetic energy distributions of in-
serted and deleted particles are almost identical, which
confirms that the temperatures in ΩI and ΩD are sim-
ilar (as expected due to the thermostats). In contrast,
the potential energy distributions of inserted and deleted
particles are different, displaying sharp and broad peaks,
respectively. The broad potential energy distribution of
the deleted particles indicates that the particles are in-
deed being removed randomly. As expected, the aver-
age potential energy of deleted particles 〈φD〉 matches
the average background potential energy per particle in
the deletion region 〈φΩD

〉; agreement within about 1% is
found (Table II). In this table, percent difference is de-
fined (〈φD〉 − 〈φΩD

〉)/|〈φΩD
〉|. The approximately 13%

error bar on this difference arises from the broad distri-
bution of deleted particles shown in Fig. 7.
The sharp potential energy distribution of the inserted

particles arises from the acceptance criteria of USHER.
When USHER inserts a particle, it finds a location such
that the inserted particle’s potential energy matches the
average per particle potential energy in ΩI . Consistent
with the USHER tolerance of ±5%, Table II shows that
the inserted particles’ average potential energy is about
4.8% higher than the background potential energy in the
insertion region, 〈φI〉. This difference could be reduced
by tightening the tolerance, at the cost of increased com-
putational time due to additional required iterations.
Simulations at different flow rates (Figs. 9A and 9B

and Table II) reveal several key features. First, for a
fixed value of ṁset, the potential energy distributions are
insensitive to the specific values chosen for k and n. Sec-
ond, as expected, the number of insertion/deletion events
doubles as the flow rate doubles. Third, and more subtly,
the potential energy peak positions shift with mass flow
rate. The inserted particle peak shifts to lower potential
energy with increased mass flow rate, and the deleted
particle peak shifts to higher potential energy. The dif-
ferences between the potential energy peak locations for
different ṁset values stem from the corresponding den-
sity differences in ΩI and ΩD (Table II). An increased
density in ΩI implies that the average particle spacing in
ΩI decreases, which in turn implies that the fluid parti-
cles are further down the Lennard-Jones potential well.
On average, this should result in a lower potential energy
per particle. Similar reasoning can be used to explain the
inverse trend for ΩD.
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FIG. 9. Potential and kinetic (inset) energy distributions of
inserted and deleted particles for (A) ṁset = 20 and (B)
ṁset = 40 for the liquid system. One event refers to in-
serting/deleting one particle.
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As the inserted and deleted particles have different
potential energy distributions (Fig. 9), it is important
to know the magnitudes of any energy imbalances that
may result and compare these to the global energy flu-
cuations of the entire liquid domain that are induced by
thermostatting. Fig. 10 shows the instanteous net po-
tential energy addition due to IDM, defined as poten-
tial energy of inserted particles minus potential energy
of delted particles, and also the instaneous global poten-
tial energy. Both are normalized by the global average
dimensionless potential energy, −149169, calculated dur-
ing the last 400, 000 time steps (2000 time units) of the
simulation for a liquid domain at ṁset = 40 (k = 1 and
n = 5). The potential energy fluctuations of the entire
domain are small (≈ 0.2%) and those due to the IDM are
two orders of magnitude smaller than the global fluctua-
tions. Since the kinetic energy differences of the inserted
and deleted particles have already been shown to be neg-
ligible (inset of Fig. 9), it is found that any instantaneous
energy imbalances induced by IDM are dwarfed by those
induced by thermostatting.
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IV. CONCLUSIONS

A method to induce planar Poiseuille flow in molecu-
lar simulations, IDM, has been developed. The method
allows for direct control of a physically meaningful quan-
tity, the mass flow rate. Insertion of particles in the
central region and deletion of particles at the edges cre-
ates a pressure difference that induces flow. The pres-
sure varies linearly along the length of the channel, as
expected from continuum assumptions, when the tem-
perature of the system is properly controlled and when
the fluid is dense. The velocity profile is parabolic and
the mass flow rate and pressure gradient also match con-
tinuum predictions when the fluid viscosity is adjusted to
account for confinement effects. For liquid flows through
short channels, IDM and BFMmethods yield similar den-
sity and pressure profiles when a hydrostatic correction
is made to BFM pressure. For gas flows, IDM and DCV-
GCMD profiles agree well with each other but not with
those from BFM. The differences in profiles arise from
compressibility effects, which are accounted for in IDM
and DCV-GCMD but not in BFM.
Advantages of IDM over existing methods to induce

Poiseuille flow include its ability to handle compressibil-
ity effects and nonuniform pressure gradients, its adapt-
ability to arbitrarily complex geometries, and its reduced
computational cost relative to DCV-GCMD. If the fluid
of interest has negligible compressibility and a simple
flow geometry, BFM methods are preferable due to their
significantly lower computational cost. For gases, how-
ever, compressibility effects are significant and the IDM
is preferable because it captures these effects with mini-
mal additional computational cost.
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APPENDIX: BFM-C, BFM-GD, AND

DCV-GCMD IMPLEMENTATION

This appendix describes pertinent implementation de-
tails of the BFM-C, BFM-GD, and DCV-GCMD meth-
ods that have been compared to IDM. For BFM-C, the
constant applied body force, f , was calculated by com-
bining Eqns. (1b) and (2) and using the known viscosity
of the system, which was found using the method de-
scribed in Section III B. The initial velocity in BFM-GD
was set such that uave = ṁset/(ρBLyLz). The similar-
ity between BFM-C and BFM-GD found in Section III B
is expected because the vales computed for f in BFM-C
and 〈f〉 in BFM-GD were found to be the same within
error.
For DCV-GCMD, ΩI and ΩD were used as the control

volumes. The chemical potential was set to maintain a
similar bulk density and mass flow rate. The values for
the chemical potentials were found by trial and error, and
for ṁ ≈ 20 the values were −13.16 in ΩI and −14.10 in
ΩD and for ṁ ≈ 50 the values were −13.06 and −17.27
respectively. The ratio of GCMC moves to MD time
steps need to be such that the chemical potential in the
desired region is maintained. Based upon the literature
[26, 41–45] a ratio of 75 to 1 was used with two thirds
of the GCMC moves being particle translation attempts
and one third of the GCMC moves being insertion or
deletion attempts. These values ensured that the mass
flow rate and bulk density were within 3% of the desired
values.
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