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The theoretical description of synchronization phenomena often relies on coupled units of contin-
uous time noisy Markov chains with a small number of states in each unit. It is frequently assumed,
either explicitly or implicitly, that coupled discrete-state noisy Markov units can be used to model
mathematically more complex coupled noisy continuous phase oscillators. In this work we explore
conditions that justify this assumption by coarse-graining continuous phase units. In particular, we
determine the minimum number of states necessary to justify this correspondence for Kuramoto-like
oscillators.

I. INTRODUCTION

Synchronization phenomena have been intensely stud-
ied for decades, in part because of the roles such phe-
nomena play in chemical systems, laser arrays, cellular
biology models, and neural networks to name just a few
(see Refs. [1–4] for extensive reviews). One of the most
extensively studied models is that proposed by Kuramoto
in 1975 [5], a model that has become paradigmatic for the
description of many synchronization phenomena. Orig-
inally the model was applied to an interacting popula-
tion of oscillators with randomly distributed frequencies.
When the interaction is sufficiently strong, most of the
units in the array synchronize their dynamics to a single
frequency which may differ from the natural frequency of
any one of the synchronized oscillators, and also to equal
phases.

Many variants of the original model have been intro-
duced over the years to study different effects in different
physical and biological systems, too many to list here (for
an extensive review, see Ref. [4]). We specifically men-
tion the inclusion of fluctuations, because of their central
role in our studies. Noise leads to disorder, so in the pres-
ence of noise the interactions that in its absence may be
strong enough to lead to frequency or to phase synchro-
nization must in general be stronger for synchronization
to occur. In all of these models, the form and range of
the interactions has varied greatly in the literature.

Beyond the Kuramoto model, many different models
for synchronization have been proposed, ranging from
arrays of continuous oscillatory and excitable units to
discrete models. For instance, over the past decade cou-
pled maps have attracted a great deal of attention [2, 6].
Recently, arrays of coupled stochastic units each with
a discrete set of states but, in contrast with maps, with
continuous time have increased in popularity as a simpler
paradigm for synchronization [7–22]. Even though these
discrete-state oscillator models may be motivated by dis-

crete processes (for example, protein degradation [23–
25]), it has been claimed that they can also be used to
model a coarse-grained phase space of continuous noisy
oscillators. For instance, Prager et al. [8, 9] established
a link between a globally coupled ensemble of excitable
units described by the FitzHugh-Nagumo equations with
additive white noise, and a coupled array of 3-state non-
Markovian stochastic oscillators.

Our own work has focused on arrays of 2-state and
of 3-state stochastic oscillators. The transitions between
the states of individual units are governed by a rate pro-
cess. This rate process might be Markovian [11–17] or
might involve distributed delays (such as, for instance, a
refractory period) [20, 21]. Interactions among units in
our model appear as a dependence of the transition rates
of a particular unit on the states of the other units to
which it is coupled.

The goal of the work presented herein is to address the
following two questions: (1) Under what conditions can
we describe the dynamics of Kuramoto-like coupled noisy
oscillators as periodic continuous-time Markov chains?
In other words, when can we model continuous-phase
stochastic dynamics as discrete-phase models in which
the transitions between the discrete states are governed
by memoryless rate processes? (2) Is there a lower limit
to the discretization of the continous noisy oscillators? In
other words, how many discrete states are necessary to
capture the essential synchronization features of the con-
tinuous system? The popularity of three-state models
leads us to explore whether the synchronization proper-
ties of coupled three-state Markovian units in any way
capture those of the continuous oscillator system. To ar-
rive at some answers to these questions, in Sec. II we
present the continuous phase model that is the starting
point of our analysis. It is an array of Kuramato-like os-
cillators with additive noise and a generalized nonlinear
interaction. We start with the full amplitude equations,
but will always work in the limit where the phase equa-
tions alone provide a valid description of the important
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dynamics. For the sake of simplicity we consider a glob-
ally coupled ensemble of identical oscillators (all with the
same natural frequency), and thus focus on the phase
synchronization phenomenon. In Sec. III we perform the
coarse-graining of the phase space and discuss the con-
ditions under which the dynamics can be modeled as a
periodic Markov chain. Here we also discuss the ques-
tions associated with the three-state systems. Finally,
in Sec. IV we present our concluding remarks. We also
include two appendices with technical details of our cal-
culations.

II. MODEL AND BRIEF REVIEW OF PHASE

SYNCHRONIZATION

Our starting point is an ensemble of N identical noisy
oscillators described by the complex time-dependent di-
mensionless amplitudes As(t), with s ∈ {1, ..., N}. These
amplitudes are governed by the equations of motion

Ȧs = Jf0(|As|2)As +Kf(|R|2)R+
√
ηζs(t). (1)

The overdot indicates a derivative with respect to time.
J is a real positive parameter that governs the internal
dynamics of each oscillator. For the function f0, which
describes this internal dynamics, we take the normal form
of a supercritical Hopf bifurcation,

f0(|As|2) = 1− |As|2 . (2)

For simplicity, we take all parameters to be real and have
scaled out irrelevant constants. The oscillators are iden-
tical, and we have removed the natural frequency of os-
cillation of each unit, that is, we are working in a moving
frame of reference. In the usual language of the Ku-
ramoto model, the frequency distribution of the oscilla-
tors is g(ω) = δ(ω), where the δ-function is appropriate
for the continuous variable ω (and below also for the con-
tinuous time t). Therefore, the internal dynamics of each
oscillator tends to set |As| = 1, with an arbitrary phase.
The second term on the right hand side of Eq. (1) ac-

counts for the interaction between the oscillators. The
coupling strength is quantified by K > 0. The interac-
tion is assumed to be global (all-to-all interaction), with
the customary Kuramoto order parameter given by the
average amplitude as a function of time,

R =
1

N

N∑

s′=1

As′ . (3)

The original Kuramoto model [5] is recovered if we set
f(R) equal to 1, so that the global interaction is given by
KR. The function f accounts for a nonlinear interaction
between the oscillators viaR. The advantage of including
a general nonlinear function f in the interaction will be
clear when we subsequently perform the coarse-graining
operations.

The third term on the right hand side of Eq. (1) is a
complex additive noise of intensity η. This term models
the fluctuations. The noise is of the form

ζs(t) = ζsR(t) + iζsI (t), (4)

where ζsR(t) and ζsI (t) are independent real Gaussian
white noises of zero mean and correlation functions
〈
ζsR (t) ζs

′

R (t′)
〉
=
〈
ζsI (t) ζ

s′

I (t′)
〉
= δss′δ (t− t′) , (5)

〈
ζsR (t) ζs

′

I (t′)
〉
= 0. (6)

Here δss′ is the Kronecker delta appropriate for the dis-
crete variable s. We note that the form of Eq. (1) respects
the phase invariance, that is, the equation is invariant
under the transformation

∀s ∈ {1, ..., N} ; As → Ase
iφ0 , (7)

with φ0 constant, but the equation is otherwise quite
general.

A. Phase equation

We consider the parameter range J ≫ K and J ≫ η,
so that the internal dynamics of each oscillator is much
faster (i.e. its characteristic time-scale is much shorter)
than that of the interactions between the oscillators.
Then, after a fast transient defined by the internal dy-
namics, we have that |As| ≈ 1. After that, the phase of
each oscillator varies as a function of time on a slower
time scale defined by the interactions (albeit with very
rapid fluctuations). On this longer time scale we can
write As ≈ eiφs . The dynamics specified by Eq. (1) can
then be reduced to the phase equation [26]

φ̇s = KF (r) sin (ψ − φs) +
√
ηξs (t) . (8)

Here we have defined a Kuramoto order parameter R
which follows directly from Eq. (3),

R =
1

N

N∑

s=1

eiφs ≡ reiψ , (9)

from which we extract the real phase variable ψ, and

F (r) = f(r2)r, (10)

where r ∈ [0, 1] and φs ∈ [0, 2π] are also real. The noise
ξs(t) = − sinφsζ

s
R (t)+cosφsζ

s
I (t) is again Gaussian and

white, with zero mean and correlation function that fol-
lows directly from Eqs. (5) and (6),

〈ξs (t) ξs′ (t′)〉 = δss′δ (t− t′) . (11)
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B. Mean field nonlinear Fokker-Planck equation

The order parameter R can be written as

R =

∫ 2π

0

n (φ, t) eiφdφ, (12)

where we have introduced the density of oscillators with
phase φ,

n (φ, t) =
1

N

N∑

s=1

δ [φ− φs (t)] . (13)

In the thermodynamic limit N → ∞,

lim
N→∞

n (φ, t) = ρ (φ, t) , (14)

where ρ (φ, t) dφ is the probability that the phase of an
oscillator lies in the interval [φ, φ + dφ] at time t.
In the thermodynamic limit, the stochastic phase equa-

tion (8) (which is an equation of the Langevin form) can
be replaced by a nonlinear Fokker-Planck equation (see
Ref. [4] for a detailed derivation using the path integral
formalism),

∂ρ

∂t
=
η

2

∂2ρ

∂φ2
−K

∂

∂φ
{ρΩ [ρ, φ]} , (15)

where the second derivative term on the right is the dif-
fusion term, and where the drift contains

Ω [ρ, φ] = F (r [ρ]) sin (ψ [ρ]− φ) , (16)

with

R = r [ρ] eiψ[ρ] ≡
∫ 2π

0

ρ (φ, t) eiφdφ. (17)

C. Phase synchronization

Since all of our oscillators have the same frequency
(ω = 0 in the moving frame), synchronization in this
framework corresponds to the tendency of the oscillators
to have the same phase. The desynchronized state cor-
responds to a uniform distribution of phases,

ρ(φ) =
1

2π
. (18)

This choice obeys the normalization condition

∫ 2π

0

ρ(φ)dφ = 1. (19)

The dynamics described by the phase equation (8) con-
tains two competing trends: the fluctuations, which tend
to desynchronize the system and stabilize the state de-
scribed in Eq. (18), and the attractive interactions that
tend to synchronize the system. When the coupling

strength is weaker than a critical value (K < Kc),
the desynchronized state is stable, while an interaction
stronger than this critical value (K > Kc) destabilizes
the desynchronized state, leading to a phase transition to
synchronization. Calculations of the critical point have
been widely documented in the literature [4, 26], and we
see no point in repeating them here. Instead, here we
consider the continuous limit of the coarse-graining pro-
cedure presented in Sec. III and detailed in Appendix A.
This limit is in turn detailed in Appendix B, where we
show that this critical value is given by

Kc =
η

f(0)
. (20)

As would be expected, stronger fluctuations require a
stronger interaction for synchronzation to occur, that is,
the critical value of the coupling parameter increases with
increasing noise intensity η.
In the thermodynamic limit the absence of synchro-

nization is associated with a vanishing order parameter,
R = 0 . Away from the thermodynamic limit R fluctu-
ates to values away from zero because of the finite num-
ber of oscillators, but remains small as long as N is not
exceedingly small. The occurrence of self-organization is
characterized by a non-vanishing order parameter. Near
the critical point (20), the mean-field evolution of the or-
der parameter can be approached via the normal form
(see Refs.[4, 26, 27] and Appendix B)

Ṙ =
(
α− β |R|2

)
R, (21)

with

α =
f(0)

2
(K −Kc) ,

β =
Kc

2

(
1

2
f(0)− f ′(0)

)
, (22)

where f ′(0) ≡ (df(r)/dr)|r=0. For the original Kuramoto
model [5], f = 1, the transition to synchronization is al-
ways supercritical because β > 0. The presence of a
nonlinear interaction f(r) might induce a change in sign
of β and might therefore lead to a subcritical transition.
The function f(r) affects the critical coupling strength
in Eq. (20) simply as a renormalization of this critical
value. The main role of f(r) is to increase or decrease
the dispersion of the phases around a common value in
the synchronized regime. The qualitative effect of includ-
ing the function f can be seen in the interaction term
in the phase equation (8). In the synchronized phase a
function f(r) that increases with increasing r increases
the attractive interactions among the oscillators, leading
to a decrease of the dispersion of phases around a com-
mon value. In contrast, if f(r) decreases with increasing
r, this tendency will be weakened and, since fluctuations
lead to a greater dispersion of the phases, the synchro-
nization will be coarser. A decreasing function might
thus be a better candidate for a successful increasingly
coarse coarse-graining procedure.
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FIG. 1: Numerical study using the model function (23) for
f(r), with a = 0.3. The noise intensity is η = 0.98696, while
the coupling strength is K = 1.5708 > Kc = 0.98696. This
places us well into the synchronized regime. Upper panel:
Direct numerical simulation of Eq. (1), with J = 200 and
N = 5000. The points represent the complex amplitude of
each oscillator in the complex plane at the instant t = 50,
having started at time t = 0 with all amplitudes at As = 0.
The red curve is the circle of unit radius. Bottom panel: His-
togram of the phases of the oscillators. The thick continuous
(red) curve shows a numerical computation of the steady state
of the nonlinear Fokker-Planck equation (15). The thin(black)
dashed curve shows the analytic estimation (24). All the dis-
tributions are normalized to the number of oscillators, that is,
multiplied by the factor 2Nπ/B, where B = 32 is the number
of bars of the histogram. The width of the histogram, also
apparent in the width of the ring in the upper panel, is due
to the fluctuations and to the rapid decrease of the coupling
function.

D. Numerical analysis

For numerical simulations we must choose a particular
form for the function f(r). As stated above, our goal of
coarse-graining the phase space is better achieved if we
choose a decreasing function of r. We have tested a num-
ber of different functions and have determined that the
particular form and parameters in it are not as important
as is simply the choice of almost any decreasing function

of r. We use the exponentially decreasing function

f(r) = exp
(
− r
a

)
, (23)

with a a positive parameter. Note that when a → ∞,
f → 1 and we recover the standard Kuramoto model.
In the upper panel of Fig.1 we show, after a transient,

the state of an ensemble of 5000 interacting oscillators
governed by Eq. (1). The points represent the complex
amplitude of each oscillator in the complex plane. As ex-
pected for large J (J = 200 in all our simulations), after
a transient the amplitudes settle around a circle of unit
radius (red line). We have chosen a coupling strength
K ≫ Kc (see caption) so that the array of oscillators is
in the synchronized regime. The system exhibits coarse
phase clustering, that is, the synchronization is not per-
fect. This is attributed to the fluctuations that tend to
disperse the phases, and to the rapid decrease of the func-
tion (23).
The bottom panel of Fig.1 displays the structure of

a phase cluster. The figure shows the histogram of the
phases of the oscillators in a cluster obtained from a nu-
merical simulation of Eq. (1). The red continuous curve is
a numerical computation of the steady state of the non-
linear Fokker-Planck equation (15) . This steady state
fits the simulation results very well even though the non-
linear Fokker-Planck equation relies on two approxima-
tions: the reduction of the amplitude and phase equation
Eq. (1) to Eq. (8) for only the phases, and the mean field
assumption that N → ∞ although we have a finite num-
ber of oscillators. The dashed curve shows an analytic
estimation of the steady state solution of the nonlinear
Fokker-Planck equation, obtained from the normal form
approach (see Appendix B):

ρst (φ) ≈
1

2π

(
1 + 2

√
2a(K − η)

η(a+ 2)
cos(φ+ ψ)

)
. (24)

Here the phase ψ is a constant that defines the phase-
cluster location in the unit circle and is fixed by the ini-
tial condition and the particular realization of the fluc-
tuations. For finite N , the location of this phase in the
unit circle is random. This random phase is not captured
by the steady state solution of Eq. (15) because in the
mean field approximation (14) the limit N → ∞ is ap-
plied before the limit t → ∞. In general these limits do
not conmute, and finite size effects are lost in the mean
field equation Eq. (15). In any case, sufficiently large N
allows for the formation of a phase-cluster which is asso-
ciated with a non-vanishing value of the order parameter
R. This fact is independent of the order of the limits.

III. COARSE-GRAINING PHASE SPACE

Instead of the continuous phase φ, we move on to a
discrete set ofM groups of phases discretely and equidis-
tantly centered around the circle of unit radius seen in
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the top panel of Fig. 1. That is,

φ ∈ [0, 2π] → φ ∈ {j∆φ}M−1
j=0 ,

where

∆φ =
2π

M
. (25)

We then convert the nonlinear continuous Fokker-Planck
equation (15) to the finite difference equation

Ṗj =
η

2(∆φ)2
(Pj+1 + Pj−1 − 2Pj)

− K

2∆φ
(Ωj+1Pj+1 − Ωj−1Pj−1) , (26)

with periodic boundary conditions (M − 1) + 1 → 0 and
0−1 → (M −1). Here Pj(t) represents the probability of
finding a unit in the phase group j∆φ (henceforth called
state j), at time t, and

Ωj = F (r) sin (ψ − j∆φ) , (27)

with

R = reiψ =

M−1∑

j=0

Pje
ij∆φ. (28)

This is the associated version of the mean field order
parameter. Note that in our new discrete state space the
normalization of the probability is [cf. Eq. (19)]

M−1∑

j=0

Pj = 1.

The desynchronized state now is

Pj =
1

M
(29)

for all j.

A. Periodic continuous-time Markov chain model

Equation (26) can be written in the form

Ṗj =− (wj→j+1 + wj→j−1)Pj

+ wj+1→jPj+1 + wj−1→jPj−1, (30)

where we define the transition rates

wj→j±1 =
η

2(∆φ)2
∓ K

2∆φ
Ωj . (31)

Equation (30) is a master equation for a discrete state
system, where the transitions between the M states are
governed by the rates (31). Only nearest-neighbor tran-
sitions (j → j ± 1) are allowed. We stress that Eq. (30)

is nonlinear because the rates (31) depend on the Pj via
Ωj [see Eqs. (27) and(28)].
We have arrived at the following point in this devel-

opment: the stochastic dynamics of a single Kuramoto
oscillator described by the continuum equation Eq. (1)
may be converted to the problem of a continuous-time
Markov chain of M states, with periodic boundary con-
ditions. These states model the internal structure of each
stochastic oscillator. The interaction between the oscil-
lators is contained in the dependence of the rates (31) on
the global state of the system. An ensemble of N of these
M -state oscillators is characterized by the densities

nj (t) =
Nj (t)

N
,

where Nj (t) is the number of oscillators in state j ∈
{0, ...,M − 1} at time t. The rates (31) depend on the

global state {nj (t)}M−1
j=0 via the Ωj , which depend on the

finite size order parameter

R = reiψ =
1

N

M−1∑

j=0

Nje
ij∆φ =

M−1∑

j=0

nje
ij∆φ. (32)

In the thermodynamic limit,

lim
N→∞

nj (t) = 〈nj (t)〉 = Pj (t) ,

and the order parameter (32) converges to the mean-field
version (28). In this limit, the infinite size ensemble ofM -
state units is described by the nonlinear master equation
(30), in the same spirit as the nonlinear Fokker-Planck
equation (15) description of the continuum units. If N
is finite, we need to work with a set of coupled Langevin
equations, as in Ref. [12, 14]. However, except for our
numerical simulations, finite size effects are beyond the
scope of this paper; here we focus on the mean-field the-
ory. We note that first taking the limit N → ∞, and
then the limit t → ∞ to study the steady states of (30)
in general does not commute with taking these two limits
in the opposite order [12].
The continuous-time Markov-chain modeling scheme

rests on the assumption that the rates (31) are positive,
which is not trivially satisfied. This requirement imposes
constraints: wj→j±1 is positive for any initial condition
and realization of the fluctuations only if

KΩmax <
η

∆φ
, (33)

where Ωmax is the maximum value of |Ωj| for any j in
any realization of the evolution of the system. An evi-
dent bound is obtained from Eq. (27) by noting that the
maximum value of the sine is unity,

Ωmax < Fmax = max
r∈[0,1]

{F (r)} . (34)

Fixing the noise intensity and using the coupling strength
K as the control parameter, we impose the condition

K < Kmax =
η

Fmax∆φ
. (35)
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Equations (35) and (34) ensure that condition (33) is
satisfied. In the limit ∆φ→ 0 (continuous phase space),
there is no upper limit on the coupling (Kmax → ∞), as
expected from our earlier analysis.

B. Phase synchronization in the continuous-time

Markov chain model

The desynchronized state (29) becomes unstable when
the coupling strength K exceeds the critical value (see
Appendix A)

Kc =
η

f(0)

(
tan (∆φ/2)

∆φ/2

)
. (36)

This converges to the value (20) when ∆φ → 0 (contin-
uous state space limit). At the opposite extreme, when
∆φ = π (which corresponds to only two states on the
circle, (M = 2), Eq. (36) gives Kc = ∞, so that no in-
stability to a synchronized state is observed. To observe
synchronization within the framework of the continuous-
time Markov chain picture, we must impose the condition

Kc < Kmax,

which implies [see Eqs. (25) and (35)]

M >
π

arctan
(

f(0)
2Fmax

) . (37)

For the standard Kuramoto model, f(r) = 1 and F (r) =
r, that is, f(0)/Fmax = 1. Coarse-graining for this model
requires that M > π/ arctan(1/2), that is, M ≥ 7. Dis-
cretization with smaller M within the Kuramoto model
can not be interpreted as a Markov chain (the resulting
“transition rates” may not be positive).
Coarser graining can be obtained by moving away from

the Kuramoto model and considering ratios f(0)/Fmax <
1. For the model function (23), maximizing the coupling
F (r) [cf. Eq. (10)] yields

f(0)

Fmax
=

{
e1/2

√
2/a if a < 2

e1/a if a > 2
.

This allows us to arbitrarily decrease the number of states
in each unit. The limiting case M = 3 can be reached by
choosing a < e/6 ∼= 0.453.
Although we can arbitrarily manipulate the number

of states by using the function f(r), the limiting case
M = 3 exhibits anomalies in the bifurcation structure
that deserve a separate analysis. In the next subsection
we discuss the 3-state case in detail. For M ≥ 4 the
transition to synchronization is described by the normal
form for the mean field order parameter (see Appendix
A)

Ṙ =
(
αM − βM |R|2

)
R, (38)
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FIG. 2: Phase distribution for the same parameters as in
Fig. 1. Histogram of the phases of the oscillators, obtained
from direct numerical simulations of Eq. (1), using the same
numerical data as shown in Fig.1, but now plotting it as a
histogram with 5 bars. The continuous curve corresponds
to the steady state of the nonlinear Fokker-Planck equation
(15) obtained numerically (the same as shown in Fig.1). The
squares correspond to coarse-graining with M = 5. In or-
der to compare the results, we have used the normalization∑M−1

j=0
Pj∆φ = 2πN/M , with M = 5 (same as the number of

bars) and N = 5000, the number of oscillators considered in
the simulation of Eq. (1).

where

αM =

(
sin∆φ

2∆φ

)
f(0) (K −Kc) ,

βM =

(
sin∆φ

2∆φ

)
Kc

[
tan (∆φ/2)

tan∆φ
f(0)− f ′(0)

]
. (39)

Clearly, as ∆φ → 0 or equivalently M → ∞, αM → α
and βM → β as defined in Eq. (22). Moreover, the
bifurcation picture is quite similar to that of the con-
tinuous phase oscillator. For decreasing f -functions the
bifurcation is supercritical, while increasing f -functions
may induce subcriticality. Figure 2 displays a compar-
ison between the direct numerical simulation of Eq. (1)
presented as a five-bar histogram, the steady state so-
lution of the Fokker-Planck equation (15) obtained nu-
merically (red line), and the direct numerical simulation
of the continuous-time Markov chain model for M = 5
(black squares). The 5-state periodic Markov chain gives
a surprisingly good picture of the dynamics displayed by
the model Eq. (1).

C. The three-state case

The caseM = 3 requires a separate treatment because
its behavior is completely different from those of the dis-
creteM ≥ 4 oscillators. In theM = 3 case the mean field
order parameter near the critical point and at the lowest
nonlinear order obeys the normal form (see Appendix A)

Ṙ = α3R− γ(R∗)2, (40)
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FIG. 3: Nullclines of the nonlinear mean field master equation (30), with M = 3, P2 = 1 − P0 − P1 and η = 1, using
the model function (23) with a = 0.3. The solid lines (red) show G0(P0, P1) = 0 in Eq. (42) and the dashed lines (black)

show G1(P0, P1) = 0. First panel: K = 1.2 < K̂c, a single stable fixed point, the desyncrhonized state. Second panel:

K̂c < K = 1.56 < Kc, seven fixed points, four of them stable. Third panel: K = 1.65399 = Kc, four fixed points, one unstable
and three stable. Fourth panel: K = 1.8 > Kc, three stable fixed points. The inset in the second panel clarifies the multiple
crossings that contribute to the seven fixed points.

where R∗ is the complex conjugate of R, and

α3 =
3
√
3f(0)

8π
(K −Kc) ,

γ =Kcf(0)

(
sin∆φ

2∆φ

)
=

27η

8π2
, (41)

which corresponds to a transcritical bifurcation. Separat-
ing magnitude and phase, that is, R = reiψ , we obtain

ṙ =α3r − γr2 cos (3ψ) ,

ψ̇ =γr sin (3ψ) .

The desynchronized state r = 0 with an arbitrary phase
ψ is stable for K < Kc and unstable for K > Kc. Also,
here we have the unstable fixed points

K < Kc ⇒ r− =
−α3

γ
and ψ− =

{
π

3
, π,

5π

3

}
,

K > Kc ⇒ r+ =
α3

γ
and ψ+ =

{
0,

2π

3
,
4π

3

}
.

These are hyperbolic points in a two-dimensional phase
space that undergo a phase shift from one of the angles
in ψ− to one in ψ+ when they cross the critical point (at
the critical point K = Kc, r− = r+ = 0 because α3 = 0).
The unstable manifold of {r−, ψ−} is unstable to pertur-
bations of the modulus r, but stable to phase perturba-
tions. In contrast, {r+, ψ+} is stable to perturbations of
the modulus r, but unstable to phase perturbations.
The nonlinear saturation of the instability occurs with

the inclusion of higher nonlinear orders, which are not
captured in the weakly nonlinear analysis used to deduce
Eq. (40). We analyze it numerically and again use the
model function (23) for f(r). Fig. 3 displays the null-
clines of the dynamical system

Ṗ0 =G0 (P0, P1) ,

Ṗ1 =G1 (P0, P1) , (42)

where the nonlinear functions G0 and G1 are obtained
from the mean field master equation (30), with M = 3
and the normalization condition P2 = 1 − P0 − P1.
The nullclines correspond to the curves G0 (P0, P1) = 0
and G1 (P0, P1) = 0 in the bidimensional phase space
(P0, P1). Moreover, due to the fact that (P0, P1) are
normalized probabilities, the physically accessible phase
space is restricted to the right triangle defined by the
region bounded by the lines P0 > 0, P1 > 0, and
P0+P1 < 1. The fixed points correspond to the intersec-
tions of the two nullclines. Therefore, the bifurcation sce-
nario is the following: For low enough coupling strength,
the only stable equilibrium is the desynchronized state,

r = 0 (first panel). At some point, say K = K̂c < Kc, six
new fixed points appear simultaneously by saddle-node
bifurcation, three of them stable and three of them un-

stable. In the region K̂c < K < Kc, there are four stable
fixed points (second panel). At the critical point K = Kc

(third panel), the three unstable fixed points collide with
the desynchronized state, destabilizing it. For K > Kc,
there remain only three stable fixed points, related to one
another by synchronization with a phase shift ∆φ (fourth
panel). The normal form (40) only describes the collision
between the desynchronized state and the three hyper-
bolic points. A neater representation of the bifurcation
scenario is shown in Fig. 4, where we have plotted the
equilibrium order parameter modulus of r as a function
of the coupling strength. The nonvanishing-r branches
represent three steady states with different phases ψ.

For the parameters in this section, K̂c = 1.548 . . . and
Kc = 1.654 . . ..

D. Phase invariance in the discrete case

Note that forM = 3 (the three-state system) the phase
invariance occurs in discrete steps ∆φ. This should be
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0.4
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FIG. 4: Equilibrium r as a function of K, for the same param-
eters as in Fig.3. Continuous branches include all the stable
fixed points, while dashed branches represent the unstable
fixed points.

quite general and, from the structure of the expansion
performed in Appendix A, one can see that,

ψ̇ ∼ Γ sin (Mψ) ,

where, in general, the coefficient Γ should be computed
for higher orders (perhaps thus revealing the existence
of an extra time scale, slower than the one used for the
expansion). In any case, it is intuitively rather clear that
the distributions obtained from the discrete model will be
invariant only to phase transitions occurring at discrete
steps ∆φ.

IV. SUMMARY AND CONCLUSIONS

We have considered a noisy version of a Kuramoto-
like model of identical continuous phase coupled oscilla-
tors that exhibit a transition to phase synchronization.
We have addressed the following question: under what
condition can we model this continuous dynamics as a
discrete periodic continuous-time Markov chain, that is,
as a discrete-phase model where the transitions between
these discrete states are governed by a memoryless rate
process? The states in the discrete chain represent a
phase cluster of higher and higher density as the number
of states in the chain decreases.
The Markov chain model provides a surprisingly good

description of the phase synchronization exhibited by the
continuous model, even for chains of only five states (as
confirmed with our numerical simulations), and we sur-
mise that the same is true with at least four states. Re-
duction down to seven discrete states is possible with
the interaction structure of the original Kuramoto model,
that is, an interaction linear in the order parameter. Fur-
ther reduction to six, five, four, and three states requires
a generalization of the interaction to a nonlinear depen-
dence on the order parameter. However, we have shown
that reduction to three-state exhibits more complex be-
havior in the bifurcation structure (that we analyzed in

detail in Sec. III C) which are not present in the contin-
uum model or in the discrete state models down to four
states.
Discrete stochastic models for synchronization phe-

nomena have been increasing in popularity as a simple
paradigm of synchronization [7–22]. Of course, this sim-
plicity is related precisely to the relative ease of dealing
with only a few states. In most of these discrete mod-
els there are only three states. Our results have shown
that caution must be exercised when assuming too close
a correspondence with Kuramoto-like continuous models
and even with coarse-grained versions of the latter down
to four states.
We are currently analyzing the behavior of continuous-

time continuous-space oscillator arrays as well as Markov
chains of four or five states for finite numbers of units.
This introduces fluctuations that have not been consid-
ered in this work. It will be interesting to compare the
effects of finite-size fluctuations in these various arrays.
We are also considering arrays with negative coupling pa-
rameter K, a situation that we have analyzed for three-
state Markov chains [13] and that leads to interesting
dynamical structures.
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Appendix A: Critical point and normal form near

criticality for continuous-time Markov chain model

In this Appendix we detail steps that lead to three
important equations in the coarse-graining process,
namely, the critical coupling strength for synchronization
[Eq. (36)], the normal form of the evolution equation for
the mean field order parameter that describes synchro-
nization for M ≥ 4 [Eq. (38)], and the corresponding
result for M = 3 [Eq. (40)].

1. Critical Coupling

To arrive at Eq. (36), we begin by analyzing the dy-
namics defined by Eq. (26), which is of the form

Ṗj = η̃D2Pj −
K̃

f(0)
D1 {ΩjPj} (A1)
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where we define the operators D1 and D2 acting on
any vector F with components Fj , j = 0, 1, . . . ,M − 1
and periodic boundary conditions (F0−1 = FM−1 and
FM−1+1 = F0) as

D1Fj = Fj+1 −Fj−1,

D2Fj = Fj+1 + Fj−1 − 2Fj.

The coefficients in Eq. (A1) are

η̃ =
η

2(∆φ)2
and K̃ =

Kf(0)

2∆φ
. (A2)

The array of oscillators is desynchronized and every
state is equally likely, Pj = 1/M , if the coupling K is
sufficiently weak. To find the critical coupling for syn-
chronization we consider a perturbation of this state,

Pj =
1

M
[1 + δPj (t)] ,

with

|δPj | ≪ 1 and

M−1∑

j=0

δPj = 0.

The inequality requires the perturbation to be small, and
the sum ensures that the normalization of the Pj is pre-
served. We introduce this perturbation into Eq. (A1) and
retain terms up to first order in the perturbation:

δṖj = η̃D2δPj − K̃D1

(
1

M
δΩj + Ωj |Pj=

1

M

δPj

)
. (A3)

Here Ωj |Pj=
1

M

= Ωj (R = 0). From Eqs. (27) and (28),

δΩj = f(0)Im
(
δRe−ij∆φ

)

and

δR =

M−1∑

j=0

δPje
ij∆φ.

We define the operator L as follows:

LFj = Im


e−ij∆φ 1

M

M−1∑

j′=0

Fj′e
ij′∆φ


 .

We can then write the evolution equation for δPj :

δṖj = A δPj , (A4)

where the linear operator A is given by

A = η̃D2 − K̃D1L. (A5)

We next introduce the discrete orthogonal Fourier ba-
sis

Ψmj [Cm] ≡ Cme
−ijm∆φ + C∗

me
ijm∆φ. (A6)

The operator (A5) is Hermitian and diagonal in this ba-
sis under the inner product between two arbitrary M -

element vectors, say {Fj}M−1
j=0 and {Gj}M−1

j=0 :

〈Fj |Gj〉 =
1

M

M−1∑

j′=0

FjGj . (A7)

The associated eigenvalues are

λm = −2η̃ [1− cos (m∆φ)] + δ1mK̃ sin∆φ. (A8)

The eigenvalues for m ≥ 2 are all negative. The eigen-
value λ0 = 0 is associated with the conservation of prob-
ability and has no dynamical consequences. Synchro-
nization requires that at least one of the eigenvalues be
positive. Only λ1 can be positive, so m = 1 is the critical
mode and the critical point occurrs when λ1 = 0, that is,
when

− 2η̃ [1− cos (∆φ)] + K̃c sin∆φ = 0. (A9)

Using Eq. (A2), this gives the critical coupling parameter
given in Eq. (36). Therefore, the dynamics near critical-
ity evolve on two time scales, a fast one associated with
the relaxation of the modes with m ≥ 2, and a slow one
related with the critical mode m = 1.

2. Normal Form of the Order Parameter for M ≥ 4

Our next step is to derive the normal form of the
evolution equation for the mean field order parameter
that describes synchronization for M ≥ 4 [Eq. (38)].
The order parameter in Eq. (28) can be written as
R = M 〈Pj

∣∣eij∆φ
〉
. Then, expanding Pj in the basis

(A6), that is

Pj =
∑

m

Ψmj [Cm] ,

we find that

R =M 〈Pj
∣∣eij∆φ

〉
=MC1.

Therefore, the order parameter R is associated with the
amplitude of the critical mode. That is, R(t) is related
to the slow time scale (central manifold).
We next introduce the ansatz

Pj =
1

M

(
1 +

∞∑

n=1

W
[n]
j [R(t)]

)
. (A10)

where the W
[n]
j represents the contribution of order n in

R and R∗. Note that, the conservation of probability
implies that, for all n,

〈W [n]
j |Ψ0j〉 = 0. (A11)
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Pj(t) = Pj(R(t)) evolves on the slow time scale λ−1
1 be-

cause we are assuming that the fast contributions have
already relaxed. That is,

|λ1| ∼ |K −Kc| ≪ 1, (A12)

which is small near criticality.
The next step is to introduce the ansatz (A10) into

Eq. (A1) and separate order by order. The first order,
n = 1, leads to the equation

AcW
[1]
j = 0, (A13)

where

Ac = η̃D2 − K̃cD1L

is the linear operator (A5) at the critical point (36). The
solution of Eq. (A13) is

W
[1]
j = Ψ1j [R] . (A14)

The higher orders, n ≥ 2, lead to an infinite hierarchy of
inhomogeneous linear equations,

order: 2 AcW
[2]
j = V

[2]
j

(
W

[1]
j

)
, (A15)

order: 3 AcW
[3]
j = V

[3]
j

(
W

[1]
j ,W

[2]
j

)
, (A16)

......

order: n AcW
[n]
j = V

[n]
j

(
W

[1]
j , ...,W

[n−1]
j

)
. (A17)

......

Therefore, near criticality we have transformed the non-
linear equation Eq. (A1) into an infinite hierarchy of lin-

ear equations. The functions V
[n]
j depend on the pre-

vious orders in n and should be computed order by or-
der. We must be careful with the fact that the opera-
tor Ac is not invertible since it has the nontrivial kernel
AcΨ0j = AcΨ1j = 0. Therefore, to ensure the consis-
tency of the expansion (A10), we must impose a solvabil-
ity condition at all orders. Since Ac is Hermitian under
the inner product (A7), we may use Fredholm’s alterna-
tive [28], which leads to the solvability conditions

〈Ψ0j [C0] |V [n]
j 〉 = 0, (A18)

〈Ψ1j [C1] |V [n]
j 〉 = 0. (A19)

The first solvability condition, Eq. (A18), is directly im-
plied by the conservation of probability. It is therefore
trivially satisfied at all orders. In contrast, the solvabil-
ity condition (A19), which is related to the critical mode,
has nontrivial implications. We will use Eq. (A19) to
compute the normal forms.
For the order parameter we assume the pitchfork bi-

furcation scaling

|R| ∼ |K −Kc|1/2 ≪ 1 (A20)

and check the consistency of this assumption a posteriori.
Assuming (A20) and (A14), the second order, n = 2,
leads to

AcW
[2]
j = V

[2]
j = −K̃c sin (2∆φ)Ψ2j

[
R2
]
. (A21)

ForM > 3, Eq. (A21) does not have solvability problems,
leading to

W
[2]
j = Ψ2j

[
2 tan (∆φ/2)

tan (∆φ)
R2

]
.

The third order, n = 3, has solvability problems, and the
solvability condition (A19) leads to the equation

− 2Ṙ+ 2∆K̃ sin (∆φ)R

− 2K̃c sin (∆φ)

[
tan (∆φ/2)

tan (∆φ)
− f ′(0)

f(0)

]
|R|2R = 0.

Using Eq. (A2), the above solvability condition takes the
form given in Eq. (38).

3. Normal Form of the Order Parameter for M = 3

For M = 3, Eq. (A21) has no solution, since in this
case ∆φ = 2π/3, which implies

Ψ2j

[
R2
]
= Ψ1j

[
(R∗)2

]
.

Here the scaling assumption (A20) does not allow us to
impose a suitable solvability condition at second order.
Hence, in order to ensure the consistency of the expansion
(A10), we must modify our scaling assumption and adopt
the transcritical scaling

|R| ∼ |K −Kc| ≪ 1. (A22)

This scaling allows us to write the solvability condition
(A19) for Eq. (A15) in the form

−2Ṙ+ 2∆K̃ sin (∆φ)R− 2K̃c sin (∆φ) (R
∗)2 = 0.

Using Eq. (A2), the above solvability condition leads to
the normal form Eq. (40).

Appendix B: Brief commentaries about the

continuos phase case.

Critical point calculations and normal forms near the
transition to synchronization for the continuos-phase Ku-
ramoto model and its variants have been extensively doc-
umented in the literature [4, 26, 27] (See Ref. [4] for an
extensive review of a number of approaches). Here we
simply point out that in the limit ∆φ → 0 some of the
results of Appendix A reduce to those appropriate for the
continuos-phase oscillators. In particular, in this limit,

lim
∆φ→0

Kc =
η

f(0)
, (B1)
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that is, we obtain the continuous critical point (20).
Moreover, from Eq. (39) we find

lim
∆φ→0

αM = α =
f(0)

2
(K −Kc) ,

lim
∆φ→0

βM = β =
Kc

2

[
1

2
f(0)− f ′(0)

]
,

which leads to the normal form given in Eq. (21). When
comparing our results to those reported in the literature,
in addition to the limit ∆φ→ 0 we stress that here we are
working with identical oscillators [g(ω) = δ(ω)] and that
in the literature on the Kuramoto model the function
f(r) = 1.
To obtain the analytic estimate (24) of the steady state

distribution, we note that for small ∆φ,

Pj(t) ≈ ρ(j∆φ, t)∆φ.

Then, retaining the lowest order of the expansion (A10),

ρ(j∆φ, t) ≈ 1

2π

(
1 +W

[1]
j

)
,

Next, we take the continuos limit ∆φ → 0 or M → ∞,
which implies j∆φ → φ, with the solution (A14). The
function Ψ1j [R] is obtained from the definition (A6).
Therefore, at the steady state,

ρst(φ) ≈
1

2π

(
1 + 2Re

[
Rste

−iφ
])
,

where the steady state value Rst of the order parameter
is estimated from the equilibrium value predicted by the
normal form (21) for K > Kc. That is,

rst =

√
α

β
and hence Rst =

√
α

β
eiψ ,

where ψ is an arbitrary phase constant. Using the model
function (23) for f(r), we find that

rst =

√
2a(K − η)

η(a+ 2)
.

Therefore we obtain Eq. (24).
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