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We analytically study the role of non-conservative forces, namely viscous couplings, on the statis-
tical properties of the energy flux between two Brownian particles kept at different temperatures.
From the dynamical model describing the system, we identify an energy flow that satisfies a Fluc-
tuation Theorem both in the stationary and in the transient state. In particular, for the specific
case of a linear non-conservative interaction, we derive an exact Fluctuation Theorem that holds for
any measurement time in the transient regime, and which involves the energy flux alone. Moreover,
in this regime the system presents an interesting asymmetry between the hot and the cold particle.
The theoretical predictions are in good agreement with the experimental results already presented
in our previous article [1], where we investigated the thermodynamic properties of two Brownian
particles, trapped with optical tweezers, interacting through a dissipative hydrodynamic coupling.

I. INTRODUCTION

The heat transfer between two reservoirs kept at dif-
ferent temperatures, is certainly the simplest and prob-
ably the most fundamental out-equilibrium phenomenon
that one can study. However, in small systems where the
effects of thermal fluctuations on the mean heat flux can-
not be neglected, this situation has been analyzed mainly
in theoretical models [2–13]. Only a few very recent ex-
periments have studied heat flux fluctuations [1, 14–16],
because of the intrinsic difficulties of dealing with large
temperature differences at small scales.

In particular, in our recent paper [1] we have presented
for the first time some measurements on the energy flux in
a system with non conservative interactions. We have re-
ported the statistical properties of the fluctuating energy
transfer in a system composed by two trapped Brown-
ian beads kept at different effective temperatures, and
interacting only through hydrodynamic coupling.

Motivated by our previous experimental findings, in
this article we derive the Fluctuation Theorems (FTs)
characterizing the “effective heat” transfer between two
Brownian particles interacting with non-conservative lin-
ear forces, both in the transient and stationary regime.
This is an important problem in the study of the ther-
modynamics of small motors and Brownian ratchets, be-
cause fluctuating energy fluxes have been mostly inves-
tigated in systems with conservative couplings [5–7, 11–
13], and their statistical properties for dissipative interac-
tions have been less discussed. For example they were ad-
dressed in ref. [8], for a very specific dissipative coupling
which is, however, difficult to implement in a real exper-
iments. On the contrary, the set-up considered in [1] is

rather general, as small devices immersed in a fluid often
interact through hydrodynamic coupling (see for exam-
ple [17–20]).
In the stationary regime, we find that energy fluxes

satisfy a stationary exchange fluctuation theorem (xFT):

ln
(
P (Qτ )
P (−Qτ )

)
=

τ→∞

(
1

kBT1
− 1
kBT2

)
Qτ (1)

where P (Qτ ) is the probability that an amount of (effec-
tive) heat Qτ is exchanged during a time τ between the
two systems at (effective) temperatures T1 and T2. In
the transient regime we find an asymmetry between the
energy fluxes after the sudden application of the effective
temperature gradient: while the hot-cold flux satisfies the
transient xFT for any integration time, the energy flux
between the cold and the hot particle obeys a FT only
asymptotically for long times. In particular, for the spe-
cific case of the hydrodynamic linear coupling, we derive
an exact xFT for the exchanged heat that holds at any
time in the transient regime, and which generalizes to the
non-conservative case the analogous FT discussed in [21]
for conservative interactions. We also show that some re-
sults for the conservative coupling case are recovered in
the specific configuration where the two traps have the
same stiffness. All these theoretical predictions show a
good agreement with the experimental results reported
in our previous article [1].

The article is organized as follow: we first present the
model for the beads dynamics in section (II) and the def-
initions of the (effective) heat fluxes (III), and we show
that the viscous coupling may produce non trivial effects
in the energy balance (IIIA). We then compute, in the
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framework of stochastic thermodynamics, the statistical
properties of the heat flux both in the stationary (IVA)
and transient state (IVB), and we show that the tran-
sient heat flux has non symmetric statistical properties.

II. THE HYDRODYNAMIC MODEL

Before introducing the stochastic equations describing
the system dynamics, we briefly depict the experimental
setup studied in [1], to show the connections between the
present theoretical analysis and the experimental system.
To study a heat flux in presence of a dissipative coupling
we used a system (schematically represented in figure 1)
composed of two spherical micro-particles, trapped in bi-
distilled water by optical tweezers, and interacting only
through an hydrodynamic coupling. One of the two par-
ticles is submitted to an external white noise, obtained
by randomly displacing the position of its trap, which
creates an “effective temperature” for the particle. The
technical details about the experimental set-up can be
found in [1, 22].
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Figure 1: Schematic representation of the two particles
trapped by optical tweezers, separated by a distance d along
the x axis.

Such a system can be described by a classical hydrody-
namic coupling model in low Reynolds-number flow. Fol-
lowing [23–25] the thermally excited motion of two iden-
tical particles of radius R trapped at positions separated
by a distance d is described by two coupled Langevin
equations: (

ẋ1
ẋ2

)
= H

(
F1
F2

)
(2)

where H is the hydrodynamic coupling tensor, xi is the
position of the particle i relative to its trapping position
and Fi is the force acting on the particle i.

In the case where the displacements are small compared
to the mean distance between the particles (i.e. x� d),
the hydrodynamic coupling tensor reads:

H =
(

1/γ ε/γ
ε/γ 1/γ

)
(3)

where γ is the Stokes friction coefficient (γ = 6πRη where
η is the viscosity of water) and ε is the coupling coeffi-
cient (ε = 3R

2d if one takes the first order of the Oseen
tensor [26], ε = 3R

2d −
(
R
d

)3 if one takes the Rotne-Prager
diffusion tensor [27]).
It is important to notice that in the following theoreti-
cal treatment ε is considered as a constant because we
consider only regimes where the fluctuations of particles
positions are smaller than the mean distance between
them.
At equilibrium the forces acting on the particles are:

Fi = −ki xi + fi (4)

where ki is the stiffness of the trap i and fi are the Brow-
nian random forces which verify:

〈fi(t)〉 = 0
〈fi(t)fj(t′)〉 = 2kBT (H−1)ij δ(t− t′)

(5)

where kB is the Boltzmann constant and T the temper-
ature of the surrounding fluid.
To take account of a gradient of temperature between

the two particles, we simply add an external random
force f∗ on the first one. We make the assumption that
this force is completely uncorrelated with the equilibrium
Brownian random forces and that it is characterized by
an additional temperature ∆T (the particle 1 is then at
a temperature T ∗ = T + ∆T ).

〈f∗(t)〉 = 0 and 〈f∗(t)fi(t′)〉 = 0
〈f∗(t)f∗(t′)〉 = 2kB∆Tγδ(t− t′) (6)

It follows that the system of equations is:

γẋ1 = −k1x1 + ε(−k2x2 + f2) + f1 + f∗, (7)
γẋ2 = −k2x2 + ε(−k1x1 + f1 + f∗) + f2. (8)

In Eqs.7 and 8, the equilibrium Brownian noises, in-
duced by the thermal bath verify:

〈fi(t)〉 = 0

〈fi(t)fi(t′)〉 = 2kBTγ

1− ε2 δ(t− t′)

〈f1(t)f2(t′)〉 = −ε2kBTγ

1− ε2 δ(t− t′)

while the additional noise verifies:

〈f∗(t)〉 = 0,
〈f∗(t)fi(t′)〉 = 0,
〈f∗(t)f∗(t′)〉 = 2kB∆Tγ δ(t− t′),
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It is important to notice that these relations are fully
verified in the experimental set-up where f∗ is due to an
external displacement of the first particle’s trap. How-
ever, they might be modified if the additional noise on the
first particle were correlated with the equilibrium Brow-
nian random forces.

Let us introduce the total normalised noises ξi acting
on particle i, which read

ξ1 = 1
γ

(εf2 + f1 + f∗), (9)

ξ2 = 1
γ

(εf1 + εf∗ + f2). (10)

We can thus rewrite eqs. (7)–(8) as{
ẋ1 = g1(x1, x2) + ξ1
ẋ2 = g2(x1, x2) + ξ2,

(11)

with the normalised force reading

gi(xi, xj) = − 1
γ
kixi −

ε

γ
kjxj , (12)

and the normalised noises exhibiting the fluctuation-
dissipation relations

〈ξi(t)ξj(t′)〉 = 2θijδ(t− t′), (13)

where we have introduced the diffusion matrix θij , whose
elements read

θ11 = (T + ∆T )/γ, (14)
θ12 = ε(T + ∆T )/γ, (15)
θ22 = (T + ε2∆T )/γ. (16)

III. THE HEAT FLUXES AND THEIR
STATISTICAL PROPERTIES

We now introduce the integrated heat Qi by analogy
with the stochastic heat dissipated by a Brownian par-
ticle in a thermal bath [28]. Qi is defined as the work
done by the stochastic forces on the particle i in a time
interval τ :

Qi =
∫ t+τ

t

(γẋi − γξi)ẋi dt′

= −
∫ t+τ

t

(kixi + εkjxj)ẋi dt′, (17)

where the first equality holds in general, while the second
one follows upon substitution of eq. (11). Equation (17)
can be rewritten as

Qi = Qii +Qij , (18)

where the heat Qi is split into two contributions

Qii = −
∫ t+τ

t

kixiẋi dt′, (19)

Qij = −
∫ t+τ

t

εkjxj ẋi dt′, (20)

with i = {1, 2}, j = {2, 1}. While the first quantity is
the work done on the particle i by the quadratic trap, the
latter quantity represents the work done on the particle
i by the non conservative force alone, due to the fluid-
mediated particle-particle interaction.
Note that the integrals appearing in eqs. (19)-(20) are

stochastic integrals which have to be interpreted accord-
ing to the Stratonovich integration scheme.

A. The mean values of the heat fluxes

In this section we consider the total heat as introduced
in eq. (18), calculate its average value, and show that
only the term involving the non–conservative force Qij
contributes to the average value 〈Qi〉.
Indeed from eq. (17) we have

Q̇i = −(kixi + εkjxj)ẋi = −(kixi + εkjxj)(gi + ξi)
= FQi + ξQi , (21)

which is a Langevin-like equation for the stochastic vari-
able Qi(t). The deterministic force acting on Qi(t) reads

FQi = −(kixi + εkjxj)gi = 1
γ

(kixi + εkjxj)2, (22)

while the stochastic force reads

ξQi = −(kixi + εkjxj)ξi. (23)

In appendix A, starting from the Langevin equations
(11) and (21), we derive the Fokker-Plank equation for
the probability distribution P (x1, x2, t) and for the joint
probability distribution P (x1, x2, Qi, t), which allow us
to calculate the heat rates

q1 = ∂t 〈Q1〉 =
kB∆Tk2

2ε
2 (ε2 − 1

)
γ(k1 + k2) , (24)

q2 = ∂t 〈Q2〉 = −
kB∆Tk1k2ε

2 (ε2 − 1
)

γ(k1 + k2) (25)

with q1 = q2 = 0 if ∆T = 0, and q1 + q2 = 0 if k1 = k2.
Using data from the experiments presented in [1], we

can evaluate the experimental values of the heat rate qi
(see figure 2). They show a good agreement with the
values predicted by eqs. (24) and (25).
We now turn our attention to the stochastic variables

Qij , and consider the Langevin equation expressing their
time evolution, which reads

Q̇ij = −εkjxj ẋi = −εkjxj(gi + ξi) = FQij + ξQij , (26)

where the deterministic force acting on Qij(t) is

FQij = −εkjxjgi = 1
γ

[
εkixikjxj + (εkjxj)2] , (27)

while the stochastic force reads

ξQij = −εkjxjξi. (28)
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Figure 2: Experimental heat rates q1 and q2. a) In the
case k1 = k2 (≈ 3.35 pN/µm) b) In the case k1 6= k2
(k1 ≈ 4.20 pN/µm and k2 ≈ 2.55pN/µm). The dashed lines
are the theoretical predictions obtained by substituting the
corresponding experimental values in equations (24) and (25).

Following the same steps as above (see appendix A for
the details) one finds the rates

q12 = ∂t 〈Q12〉 =
kB∆Tk2

2ε
2 (ε2 − 1

)
γ(k1 + k2) (29)

q21 = ∂t 〈Q21〉 = −
kB∆Tk1k2ε

2 (ε2 − 1
)

γ(k1 + k2) (30)

which are identical to eqs. (24)-(25). By recalling the
definitions of Qi, Qii and Qij , eqs.(18)–(20), we conclude
that the heat rates q1 and q2 are the work done per time
unit by the non-conservative forces alone. This makes
sense if one considers the following physical argument:
the heat flows because of the term x2 on the right hand
side of the equation for ẋ1, and because of the term x1 on
the right hand side of the equation for ẋ2 in the Langevin
equations (11). Then Qij can be seen as the work done
by the interaction force on each particle. This would be
the case even if the coupling forces were conservative.

We also notice that q1 = −q2 only when k1 = k2 be-
cause in this case the system is perfectly symmetric, and
the equations (11) become equivalent to those of a system
with a conservative coupling:{

γẋ1 = −∂x1U + ξ1,
γẋ2 = −∂x2U + ξ2,

(31)

where U(x1, x2) = k
(
x2

1 + 2εx1x2 + x2
2
)
/2. In this

case, we have the energy conservation Q1(t) + Q2(t) =
U(x1(t), x2(t)) − U(x1(0), x2(0)) for any time t. On the
other hand q1 6= −q2 when k1 6= k2 because in the general
case the forces are not conservative, and thus we cannot
invoke the conservation of energy. Thus the fact that the
heat dissipated by particle 1 is not the opposite of the
heat dissipated by particle 2 is only due to the dissipa-
tive nature of the coupling, and it is not induced by any
specificity of the random forcing f∗. In the experimental
system, if k1 = k2, the dissipative nature of the coupling
cannot be observed and the energy fluxes Qi due to the
“effective temperature difference” behave as conventional
heat fluxes in conservative systems.

IV. STEADY STATE AND TRANSIENT
FLUCTUATION THEOREMS

In the present section we present the main results con-
cerning the FTs, while the detailed proofs are discussed
in appendix B.
Starting from the Langevin equations for the micro-

scopic variables (11), one can calculate the probability of
observing a single trajectory in the phase space. Given
an initial x = (x1, x2) and a final state x′ = (x′1, x′2),
the transition probability PF (x → x′|x, t) of a trajec-
tory connecting the points x and x′ in a finite time in-
terval [t, t,+τ ] and the transition probability PB(x′ →
x|x′, t+τ) of the corresponding backward trajectory obey
the detailed FT

PF (x→ x′|x, t)
PB(x′ → x|x′, t+ τ) = e

1
kB

(
Q11
T+∆T +Q22

T −
∆T

T (T+∆T )Q12
)

(32)

where the quantities Qij are given by eqs. (19)-(20) and
depend on the specific trajectory. It is worth to note that
this equation holds for any τ .

A. The steady state

Starting from eq. (32) we can prove the steady state
FTs for the quantities Qi and Qij , see appendix C for
details. Specifically we prove that in the steady state,
Q12 and Q21 verify an FT in the long time limit :

ln
(
P (Q12)
P (−Q12)

)
'

τ→∞

(
1

kBT1
− 1
kBT2

)
Q12 (33)

and

ln
(
P (Q21)
P (−Q21)

)
'

τ→∞

k2

k1

(
1

kBT2
− 1
kBT1

)
Q21. (34)

Here we have rewritten eqs. C.2, C.4 of appendix C to
have the explicit dependence on T1 and T2.
These xFT are analogous to the one presented in [3] for

the heat exchanged between two heat bath put in contact
during a time τ . It is interesting to notice that because
of the dissipative coupling the FT for Q21 has a prefactor
k2/k1 which disappears only in the symmetric case when
k2 = k1.

B. The transient regime

Following the protocol discussed in [13, 21], we now
assume that we prepare our system such that at t →
−∞ the temperature difference is vanishing ∆T = 0,
and then at t = 0 we suddenly turn on the temperature
difference ∆T , with T1 = T + ∆T , and start measuring
the heat currents for t ≥ 0. We assume to prepare the
system in the same way along the backward trajectories:
at t′ = τ − t → −∞ we take ∆T = 0, and then at
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t′ = 0 we “turn on" the temperature difference ∆T and
start measuring the heat currents along the backward
trajectories. Since the particle interaction do not change
in time, the PDF for the initial position of the forward
trajectory is equal to the PDF for the initial position
of the backward trajectory. Starting from eq. (32), in
appendix D we prove that, for the specific protocol where
the system is prepared with ∆T = 0 at the beginning
of both the forward and the backward trajectories, the
following detailed FT holds for any τ

P (x1, x2, t = 0)PF (x→ x′|x, 0)
P (x′1, x′2, t′ = 0)PB(x′ → x|x′, τ) = e−

∆T
kBT (T+∆T )Q1 .(35)

This FT generalizes to the non-conservative case the
analogous FT discussed in [21] for conservative interac-
tions. As discussed in [21] such a FT involves only the
measurable heat currents Q̇i and no boundary term de-
pending on the final and the initial state x′ and x appears
in its expressions, at variance with the FT discussed in
[29]. However, differently from [21], in the present study
we consider non-conservative forces, and thus the condi-
tion of local detailed balance does not apply here. Had we
chosen to change suddenly the temperature T2 at t = 0,
with T2 = T +∆T , the heat flux Q2 would appear on the
rhs of eq. (35) instead of Q1.
As a consequence the PDF of Q1 obeys the integrated

FT

ln
(

P (Q1, τ)
P (−Q1, τ))

)
=
(

1
kBT1

− 1
kBT2

)
Q1, (36)

which holds for any τ > 0, while the heat Q2 verifies an
FT

ln
(

P (Q2, τ)
P (−Q2, τ))

)
'

τ→∞

(
1

kBT2
− 1
kBT1

)
Q2. (37)

which holds only in the limit of large τ , see appendix D
for the details.

As already mentioned in introduction, the theoreti-
cal predictions for the statistical properties of the heat
have already been compared with the experimental re-
sults both in the stationary and transient regimes [1].

V. DISCUSSION AND CONCLUSIONS

This article presents several theoretical results on the
energy exchanged between two Brownian particles cou-
pled by viscous interactions, and kept at different tem-
peratures.

Starting from the coupled Langevin equations, we have
defined a heat flux as the energy exchanged between a
particle at equilibrium with the fluid, and a particle sub-
mitted to an uncorrelated additional source of noise. For
this energy flow, we have theoretically demonstrated the
following behaviors:

a) The mean fluxes are linear functions of the effective
temperature difference.

b) The exchanged fluxes Qij satisfy the exchange fluc-
tuation theorem (xFT) in the stationary state.

c) The total flux for the hot particle Q1 satisfies the
transient xFT for any time after the sudden ap-
plication of the temperature gradient, whereas the
total flux for the cold particle Q2 satisfies it only
asymptotically (i.e. for long integration times).

In particular, the last property had been previously pre-
dicted only for systems with a conservative coupling [13]
and we have proved it also in the case of dissipative linear
coupling. For all the theoretical predictions, the exper-
imental results show a very good agreement. Note also
that the integrated FTs in points b) and c) follow from
more general detailed FTs that hold at the level of sin-
gle trajectories. Our results show that there are strong
analogies between the statistical properties of a dissipa-
tively coupled system with those of a conservatively cou-
pled one (see also ref. [30] for a detailed comparison),
and are particularly relevant in all of the cases where an
external random forcing is applied to a system which is
coupled to another one.
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Appendices
In these appendices we take kB = 1 to simplify the nota-
tion.

A. THE FOKKER-PLANCK EQUATIONS FOR
THE PROBABILITY DISTRIBUTION OF THE

STOCHASTIC VARIABLES

Starting from the Langevin equation (11) for the the
stochastic variables xi, we introduce the Fokker-Planck
(FP) equation for the probability distribution function
(PDF) P (x1, x2, t), which reads [31]

∂tP (x1, x2, t) = L0P (x1, x2, t) (A.1)
= −∂xi [gi(x2, x2)P (x1, x2, t)] + ∂xi∂xjθijP (x1, x2, t).

The stationary steady state PDF, obeying
∂tP (x1, x2, t) = 0, reads

Pss(x1, x2,∆T ) =
√
ac− b2
π

exp
[
−
(
ax2

1 + 2bx1x2 + cx2
2
)]
,

(A.2)
where the dependence on the temperature gradient ∆T
has been made explicit, as it will be useful in the follow-
ing, and with

a =
k1(k1 + k2)

[
(k1 + k2)T + ε2k2∆T

]
Θ ,

b = −εk1k2(k1 + k2)∆T
Θ ,

c =
k2(k1 + k2)

[
(k1 + k2)(T + ∆T )− ε2k2∆T

]
Θ ,

Θ = 2
[
(T 2 + T∆T )(k1 + k2)2 − ε2(ε2 − 1)k2

2∆T 2)
]
.

From eq. (A.2) we also notice that the steady state PDF
for a vanishing temperature gradient reads

Pss(x1, x2,∆T = 0) ∝ exp
[
−
(
k1

2T x
2
1 + k2

2T x
2
2

)]
.

(A.3)
as expected because the coupling is dissipative.

We now consider the Langevin equation for Qi as given
by eq. (21) in the main text. The stochastic forces acting
on the variables xi(t) (eq. (11)) and on Qi(t) (eq. (21))
obey the fluctuation-dissipation relations

〈ξi(t)ξQi(t′)〉 = −(kixi + εkjxj)2θiiδ(t− t′),
〈ξj(t)ξQi(t′)〉 = −(kixi + εkjxj)2θijδ(t− t′),
〈ξQi(t)ξQi(t′)〉 = (kixi + εkjxj)22θiiδ(t− t′).

The Fokker-Planck (FP) equation for the joint probabil-
ity distribution P(x1, x2, Qi, t) reads [12, 13, 32, 33]

∂tP = L0P − ∂Qi (FQiP)− θii [(kixi + εkjxj)∂xi∂QiP + ∂xi∂Qi(kixi + εkjxj)P]
−θij

[
(kixi + εkjxj)∂xj∂QiP + ∂xj∂Qi(kixi + εkjxj)P

]
+ γFQiθii∂

2
QiP, (A.4)

where L0 is the FP operator for the variables x1 and
x2 alone appearing in eq. (A.1). We now introduce the
generating function

ψ(x1, x2, λ, t) =
∫

dQiP(x1, x2, Qi, t)eλQi , (A.5)

and from (A.4) we obtain the FP equation for
ψ(x1, x2, λ, t)

∂tψ = L0ψ + λFQiψ + λθii [(kixi + εkjxj)∂xiψ + ∂xi(kixi + εkjxj)ψ]
+λθij

[
(kixi + εkjxj)∂xjψ + ∂xj (kixi + εkjxj)ψ

]
+ γFQiθiiλ

2ψ, (A.6)

From eq. (A.5) we notice that

∂t 〈Qi〉 = ∂t

∫
dx1dx2 ∂λψ(x1, x2, λ, t)|λ=0 , (A.7)

and thus from eq. (A.6) we obtain

∂t 〈Qi〉 = ∂t

∫
dx ∂λψ(x, λ, t)|λ=0 = 〈FQi〉−θiiki−θijεkj .

(A.8)
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By noticing that 〈FQi〉 =
〈
(kixi + εkjxj)2〉 /γ (see

eq. (22)), and using eq. (A.2) to calculate the correla-
tions

〈
x2
i

〉
and 〈xixj〉, one obtains the heat rates q1 and

q2, as given in eqs. (24)-(25) in the main text.
The same procedure is used to obtain the rates for the

quantities 〈Qij〉 as given by eqs. (29)-(30) in the main
text.

B. PROOF OF THE FLUCTUATION THEOREM

In order to proof the Fluctuation Theorem for the heat
exchanged between two reservoirs in the case of dissipa-
tive coupling , we need to calculate the probability of a
single trajectory in the phase space. We first introduce
the distribution of the noises ξi appearing in eq. (11).
Those are gaussian correlated noises with fluctuation-
dissipation relations given by eq. (13), and thus their
probability distribution reads

φ(ξ1, ξ2) = ∆t
π
|m|1/2 exp

[
−∆t

(
m11ξ1 + 2m12ξ1ξ2 +m22ξ

2
2
)]

(B.1)

where m is the symmetric correlation matrix m = θ−1/4,
with elements

m11 =
γ
(
∆Tε2 + T

)
4T (1− ε2) (T + ∆T ) , (B.2)

m22 = γ

4T (1− ε2) , (B.3)

m12 = − γ

4T (1− ε2) , (B.4)

and ∆t is a small time increment.

We now calculate the transition probability from a
state x = (x1, x2) to a new state x′ = (x′1, x′2) in a time
interval ∆t. Let ∆xi = x′i − xi, we have

PF (x→ x′|x, t) =
∫

dξ1dξ2 δ(∆x1 −∆t(g1(x1, x2) + ξ1))δ(∆x2 −∆t(g2(x1, x2) + ξ2))φ(ξ1, ξ2)

=
∫

dq1dq2eiqi∆xi
∫

dξ1dξ2 e∆t[qi(gi(xi,xj)+ξi)+mijξiξj ]

= 4π
∆t |m|

1/2 e−
∆t
m22 [|m|(ẋ1−g1(x1,x2))2+(m22(ẋ2−g2(x1,x2))+m12(ẋ1−g1(x1,x2)))2], (B.5)

where the sum over repeated indexes is understood. Similarly, we found for the reverse (backward) transition

PB(x′ → x|x′, t+ ∆t) =
∫

dξ1dξ2 δ(∆x1 + ∆t(g1(x′1, x′2) + ξ1))δ(∆x2 + ∆t(g2(x′1, x′2) + ξ2))φ(ξ1, ξ2)

= 4π
∆t |m|

1/2 e−
∆t
m22 [|m|(ẋ1+g1(x′1,x

′
2))2+(m22(ẋ2+g2(x′1,x

′
2))+m12(ẋ1+g1(x′1,x

′
2)))2], (B.6)

By taking the ratio between the forward and backward
probability, we find

PF (x→ x′|x, t)
PB(x′ → x|x′, t+ ∆t) =

= e−
∆t(k1Tx1ẋ1+k2x2((T+∆T )ẋ2−∆Tεẋ1))

T (T+∆T )

= e∆t
(

Q̇11
T+∆T + Q̇22

T −
∆T

T (T+∆T ) Q̇12
)

(B.7)

where Qij is given by eq. (20).

By iterating the above procedure, and considering a
trajectory from x to x′ in a finite time interval [t, t,+τ ],

from eq. (B.7), we find

PF (x→ x′|x, t)
PB(x′ → x|x′, t+ τ) = (B.8)

= e−
∫ t+τ
t

dt′
(
k1x1ẋ1
T+∆T + k2x2ẋ2

T − ∆T
T (T+∆T ) εk2x2ẋ1

)
(B.9)

= e−
k1(x′1

2−x2
1)

2(T+∆T ) −
k2
2T (x′2

2−x2
2)−Q12

∆T
T (T+∆T ) (B.10)

= e−
k1(x′1

2−x2
1)

2(T+∆T ) −
k2
2T (x′2

2−x2
2)+

k2∆T (Q21/k1+ε(x′1x
′
2−x1x2))

T (T+∆T ) ,(B.11)

where we have used Q12 = −k2(Q21/k1+ε(x′1x′2−x1x2)).
Eq. (B.9) corresponds to eq. (32) in the main text. The
last set of equations hold at the level of single trajectories,
and for any time interval τ .
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C. STEADY STATE FT

Here we derive the FTs introduced in section IVA.
Equation (B.9) gives the long time FT for the quantity

Q12. Indeed by noticing that the quantity Q12 scales lin-
early with the time on average, as discussed above (see
eq. (29) in the main text), while the differences x′i

2 − x2
i

are time independent, we can write the following approx-
imate equality

PF (x→ x′|x, t)
PB(x′ → x|x′, t+ τ) '

τ→∞
e−Q12

∆T
T (T+∆T ) (C.1)

which is the FT for Q12 for large τ . This corresponds
to neglecting the boundary terms in in eq. (B.10), i.e.
energy difference stored in the potentials kix2

i /2. By
noticing that if the quantity Q12 is associated to a given
forward trajectory, then −Q12 is associated to the corre-
sponding backward trajectory, and by integrating the lhs
of eq. (C.1) over all those trajectories with a fixed value
of Q12, and neglecting the contribution of any initial dis-
tribution of the variable x for the forward trajectories
and of x′ for the backward trajectories, we obtain the
long-time integrated FT for Q12 which reads

P (Q12, τ)
P (−Q12, τ) '

τ→∞
e−Q12

∆T
T (T+∆T ) . (C.2)

Similarly eq. (B.11) gives the FT for the quantity Q21,
indeed by neglecting the boundary terms, one obtains

PF (x→ x′|x, t)
PB(x′ → x|x′, t+ τ) '

τ→∞
e
k2
k1
Q21

∆T
T (T+∆T ) , (C.3)

while the long-time integrated FT for Q21 reads

P (Q21, τ)
P (−Q21, τ) '

τ→∞
e
k2
k1
Q21

∆T
T (T+∆T ) . (C.4)

D. THE TRANSIENT FT

We prepare our system such that at t→ −∞ the tem-
perature difference is vanishing ∆T = 0, and then at
t = 0 we “turn on" the temperature difference ∆T , and
start measuring the heat currents for t ≥ 0. Thus the
initial PDF for our system reads

P (x1, x2, t = 0) = Pss(x1, x2,∆T = 0), (D.1)

where Pss(x1, x2,∆T = 0) is given by eq. (A.3). We
prepare the system in the same way along the backward
trajectories: at t′ = τ − t → −∞ we take ∆T = 0,
and then at t′ = 0 we “turn on" the temperature differ-
ence ∆T and start measuring the heat currents along the
backward trajectories. Thus we have

P (x1, x2, t = 0)
P (x′1, x′2, t′ = 0) = Pss(x1, x2,∆T = 0)

Pss(x′1, x′2,∆T = 0) =

= e
k1
2T (x′1

2−x2
1)+ k2

2T (x′2
2−x2

2). (D.2)

Thus, combining the last equation with eq. (B.9), we
obtain the following expression

P (x1, x2, t = 0)PF (x→ x′|x, 0)
P (x′1, x′2, t′ = 0)PB(x′ → x|x′, τ) =

= exp
[

∆T
T (T + ∆T )

∫ τ

0
dt′ k1x1ẋ1 + εk2x2ẋ1

]
= exp

[
− ∆T
T (T + ∆T )Q1

]
, (D.3)

which is a FT that holds for any τ > 0 and for the spe-
cific protocol where the system is prepared with ∆T = 0
at the beginning of both the forward and the backward
trajectories. The last equation corresponds to eq. (35) in
the main text.
We now derive the integrated FTs introduced in section

IVB. Upon integration over all the microscopic trajecto-
ries with a fixed value ofQ1, eq. (D.3) gives the integrated
FT

P (Q1, τ)
P (−Q1, τ) = exp

[
− ∆T
T (T + ∆T )Q1

]
, (D.4)

which also holds for any τ > 0.
We consider now the explicit expression of Q1 and Q2,

and using eq. (17), we express these quantities quantities
as

Q1 = k2

2 (x′1
2 − x2

1) + εk2

∫ t+τ

t

dt′x2ẋ1,

Q2 = k2

2 (x′2
2 − x2

2) + εk1

∫ t+τ

t

dt′x1ẋ2

= k2

2 (x′2
2 − x2

2)

+εk1

[
(x′1x′2 − x1x2)−

∫ t+τ

t

dt′x2ẋ1

]
,

We can thus recast the expression of Q1 in terms of Q2,
and find

Q1 = −k2

k1
Q2+k1

2 (x′1
2−x2

1)+ k2
2

2k1
(x′2

2−x2
2)+εk2(x′1x′2−x1x2).

By substituting the last equation into eq. (D.3) and ne-
glecting the boundary terms in the long time limit, we
find

P (x1, x2, t = 0)PF (x→ x′|x, 0)
P (x′1, x′2, t′ = 0)PB(x′ → x|x′, τ) '

τ→∞
e

k2∆T
k1T (T+∆T )Q2 ,

and upon integration over all the microscopic trajectories
with a fixed value of Q2 we find the integrated FT

P (Q2, τ)
P (−Q2, τ) '

τ→∞
exp

[
k2∆T

k1T (T + ∆T )Q2

]
. (D.5)
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