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The flux of visitors through popular places undoubtedly influences viral spreading – from H1N1
and Zika viruses spreading through physical spaces such as airports, to rumors and ideas spreading
though online spaces such as chatrooms and social media. However there is a lack of understanding
of the types of viral dynamics that can result. Here we present a minimal dynamical model which
focuses on the time-dependent interplay between the mobility through and the occupancy of such
spaces. Our generic model permits analytic analysis while producing a rich diversity of infection
profiles in terms of their shapes, durations, and intensities. The general features of these theoretical
profiles compare well to real-world data of recent social contagion phenomena.

I. INTRODUCTION

From the spread of pathogens [1–3] through places such
as airports, schools [4] and hospitals [5], to the spread
of online popularity [6, 7] and rumors through Internet
chatrooms [8, 9] or bulletin boards [10, 11], the issue of
viral spreading through popular places is of prime impor-
tance. Many sophisticated epidemiological models have
been proposed of viral dynamics [12–42] with a theoreti-
cal focus spanning from the well-mixed (i.e. mass-action)
limit through to heterogeneous and even dynamically-
evolving networks [15, 18, 20–28, 30–32, 36–38]. There is
however a lack of quantitative understanding of how peo-
ple revisiting a popular place impacts the detailed profiles
that emerge from viral spreading (e.g. school, supermar-
ket, airport or online bulletin board). In particular, the
interplay between the mobility through such a space and
the average occupancy, has not been addressed in any
analytically amenable way to our knowledge.

In this paper we present a simple model of co-existing
human mobility and infection dynamics. Our model pre-
dicts highly non-trivial viral dynamics due to the di-
rect interplay between the mobility through, and the
average occupancy of, a generic popular space G (see
Fig. 1(a)). In Sec. II we introduce the model and its
variants. Section III focuses on the SIR (Susceptible-
Infected-Recovered) process. We analyze the co-evolving
dynamical equations numerically and analytically. We
obtain highly diverse infection profiles I(t) as a function
of the mobility and occupancy of the public place. Even
when each individual agent spends the same average time
in G and has the same average number of contacts, and
the average attendance of G is constant, infection pro-
files arise which are qualitatively different from the well-
mixed limit (e.g. resurgent epidemics). We then derive
a specific analytic condition involving the mobility and
occupancy, for which the co-existing dynamical processes
reduce to an effective SIR model with renormalized pa-
rameters. More generally, we study the variation in shape
of the infection profile by looking at its extensive features
such as duration, severity and time-to-peak, and uncover
an interesting linearity between the infection probability
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FIG. 1: (Color online) Schematic diagram showing our model
of viral spreading due to revisits to a popular offline or on-
line space. (a) At each timestep, an agent who happens to
be outside the popular space, has a probability pj to enter.
Meanwhile, an agent who happens to be inside the popular
space has a probability pl to leave at that timestep. (b) At
each timestep, an infected agent who happens to be inside
the popular space, has a probability qi to infect any suscep-
tible agent who also happens to be inside the space at that
timestep. Also at each timestep, each infected agent, whether
inside or outside the space, recovers with probability qr as in
standard SIR (Susceptible-Infected-Recovered) models.

and the mobility. We use this analysis to compare the
outcome of the model with modern-day outbreaks from
the social domain, finding good agreement.

We then compare these results to a broadcast-type in-
fection mechanism, where infection occurs through an in-
dividual’s presence in the popular space (e.g. viruses on
surfaces, or an endemic population of infected mosquitos)
as opposed to through another infected person, and hence
the infection process does not depend on the other indi-
viduals in the popular space. We find that it is only in
the specific limit of the infection probability being much
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greater than the recovery probability, that the results are
similar for these two distinct mechanisms. The significant
qualitative differences that we otherwise observe, suggest
that distinct policies need to be implemented by planners
when dealing with infected individuals (e.g. students or
travelers) as opposed to infected spaces (e.g. schools or
airports).

In Sec. IV we present results for our model with an SIS
(Susceptible-Infected-Susceptible) process. We find that
the system is still tractable by means of a set of differen-
tial equations. In addition, we uncover a set of conditions
under which the system resembles a standard SIS model
and hence the evolution of the subpopulation of suscep-
tibles can be obtained analytically. We also employ the
same analysis in the corresponding subsection discussing
the broadcast mechanism. Sec. V provides the summary
and discussion.

II. MODEL

Figure 1(a) illustrates our model of N agents (e.g. peo-
ple) with access to a popular space G. At any given
timestep, an agent not in G has a probability pj to
join G while somebody inside G has a probability pl to
leave. This effectively generates a dynamical group in
G, with an occupancy Ng(t) (i.e. number of agents in
G) which can fluctuate arbitrarily in time. Two useful
combinations of pj and pl are: γs = pj/(pj + pl) and
γm = 2pjpl/(pj + pl). Note that 1/γm is the average of
1/pj and 1/pl, i.e. 1/γm = 1

2 (1/pj + 1/pl). The mean
number of agents in G is 〈Ng(t)〉 = Npj/(pj+pl) = Nγs.
The total number of agents joining and leaving G on av-
erage in a timestep is Nγm, which characterizes the mo-
bility of the agents. When pj and pl are scaled by a
factor r, γs and hence 〈Ng(t)〉 remain unchanged while
the mobility changes by a factor r. Hence varying γm
with fixed γs amounts to changing the mobility while
keeping 〈Ng(t)〉 fixed. Figure 1(b) shows the effect of
adding SIR infection dynamics. At any timestep, any
infected person within the popular space G can trans-
mit a virus to any susceptible in G with probability qi
(i.e., SIR or SIS mechanism). Later we consider another
mechanism where there is a constant probability for ev-
ery person within the popular space to get infected (i.e.
broadcast mechanism). In both cases, no transmission
can occur from infected individuals outside G. By con-
trast, since recovery is an individual-based phenomenon,
infected individuals both inside and outside G have a
probability qr to either recover and become immune (i.e.
SIR mechanism) or recover and become susceptible (i.e.
SIS mechanism). It is convenient to define an infected in-
dividual’s contact rate λ = qi/qr, which is proportional
to the basic reproduction rate of an SIR infection in a
well-mixed population [17]. We note that we can equiva-
lently view the agents in G as instantaneously connected
– hence our model and results can represent N agents in
a time-dependent network, or be applied to the common
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FIG. 2: (Color online) Trajectories of evolution of the system
in the S-I space for three different sets of parameter choices.
The rougher and smoother looking curves are obtained by
numerical simulation and by integrating the set of differential
equations (Eq. 1) respectively. The three setups have the
same mean number of agents in G given by Nγs where γs =
0.1. Other parameters are: (Red curves) γm = 0.009, λ = 0.1,
and qi = 0.005; (Green curves) γm = 0.018, λ = 0.1, and qi =
0.001; (Blue curves) γm = 0.0018, λ = 0.022, and qi = 0.002.
Insets show the time dependence of the total system infection
level I(t) for each of the cases.

real-world scenario of a social group with time-varying
membership [43]. Our regime of focus in this paper, in
which a popular space has fairly constant occupancy but
variable throughput, is of direct relevance to online social
groups in for example multi-player online games, where it
is known that these groups (e.g. guilds) have a size that
is fairly constant yet a membership that changes rapidly
overtime [44]. We stress however that our model is far
more general in that it allows for any rate of change of
occupancy and throughput.

III. SIR CASE

A. Person-to-person contagion

1. Analysis

Figure 2 summarizes the rich diversity of behaviors
which emerge from our model, and the close agreement
between individual runs of the numerical simulation and
the coupled differential equations that we describe below.
The main panel shows the trajectory of S and I values in
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the system in the S-I space. The trajectory starts from
the lower right-hand corner, as initially we have S/N ∼ 1
and I/N ∼ 0. The results are in sharp contrast with the
SIR model in a well-mixed population in which once λ
and I(0) are given, the trajectory is fixed [17]. For stan-
dard SIR in a well-mixed population, if λ and I(0) are
given, then there will only be one trajectory in the S-I
space. In the simulations, all agents are initially suscep-
tible and we allow the system to run until the group size
in G (i.e. popular space occupancy) reaches its steady-
state value Nγs. We then randomly pick an agent in
G and make it infected. In every subsequent timestep,
all the agents first carry out the SIR process followed by
the joining or leaving of G. We choose N = 1000. The
number of recovered agents R at the end of the epidemic
reflects the extent of the infection. We now derive a set
of equations for this system. Since the S→I process only
occurs inside the group (i.e. inside the popular space),
we use S(t), I(t), R(t) for the number of susceptible, in-
fected, and recovered agents in the whole system, and
Sg(t), Ig(t), and Rg(t) for the corresponding numbers in
the space G. The six equations that describe the dynam-
ics of a SIR process for a single dynamical group (i.e. a
single popular space) are as follows, with the subscript
g on a variable denoting that variable applies to agents
within the space G:

dSg
dt

= −qiSgIg − pl(Sg − qiSgIg) + pj(S − Sg),

dIg
dt

= qiSgIg − qrIg − pl(Ig + qiSgIg − qrIg)

+(1− qr)pj(I − Ig),
dRg
dt

= qrIg − pl(Rg + qrIg) + pj((R−Rg)

+qr(I − Ig)),
dS

dt
= −qiSgIg,

dI

dt
= qiSgIg − qrI,

dR

dt
= qrI. (1)

The extra terms −plqiSgIg and −pl(qiSgIg − qrIg) as
well as the factor (1 − qr) in Eq. 1 could in principle
be excluded when considering particular real-world
applications, depending on the precise details of the
discrete time processes involved, i.e. whether one can
simultaneously enter or leave the public space while
changing infection status. We have checked how the
omission of these terms affects the numerical simulations
of the equations – and we find that it makes little
difference to the results (less than 10%). This makes
sense since they represent higher-order interaction terms
in the mean-field equations. We choose to retain them
in the remainder of the paper, noting that the best
implementation of these equations for a particular
real-world situation may differ slightly according to the
details of how individuals join and leave the public space
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FIG. 3: Dependence of the final fraction of recovered agents
R/N (which is the same as the fraction of agents who have
been infected) on the mobility γm as obtained by simulations
(symbols) and by integrating the set of equations in Eq. 1
(lines). Results are shown for two systems with the same
values of γs = 0.1 and λ = 0.1 but different infection proba-
bilities. Squares and solid line: qi = 0.01. Circles and dashed
line: qi = 0.08. Simulation results are obtained by averaging
over 103 different runs corresponding to different initializa-
tions for a given set of parameters.

in question, and the details of whether the infection
and recovery processes continue during those dynamical
changes. This level of detail is outside the scope of
our present paper given that we wish to focus on the
discrete-time stochastic results.

The insets in Fig. 2 show the time-variation of the
number of infected agents I(t) for three different sets of
parameters that correspond to the same mean number of
agents 〈Ng〉 in G. Depending on the agents’ mobility and
infection and recovery probabilities, I(t) (insets) shows
qualitatively different behavior including a rapid increase
with a gradual drop (red curve), gradual increase and
drop in number (green), and an I(t) that shows resur-
gence (oscillatory I(t)) after the initial increase and drop
(blue curve). We stress that these are real oscillatory
behaviors, not simply fluctuations. These oscillations
(or more generally, resurgent behavior) also appear in
the results obtained from integrating the set of equations
(Eq.(1)), although the resulting curve is smoother since
an average over many runs is implicitly implied by the
equations. The resurgence arises from the fresh supply
of susceptible and infected agents when new agents join
the group.

Interestingly, our results show that a large mobility
does not necessarily imply more agents become infected
and hence that a large R arises in the long time limit.
Instead Fig. 3 shows the resulting fraction R/N as a
function of the mobility γm, for two systems with the
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same γs (hence group size) and λ (ratio of infection and
recovery probabilities) but different infection probabili-
ties. For each case, there is some particular value of γm
that leads to a maximum R. The set of equations also
gives results that are in qualitative agreement with sim-
ulation results. Note that even though the simulations
(data points) and equations (lines) do not coincide ex-
actly, the shapes are in reasonable agreement while the
results from the equations are consistently higher than
the simulation results. A key difference between the sim-
ulations and equations is that the number of agents of a
certain type is discretized, i.e. 0, 1, 2, 3 etc. in the simu-
lations. When integrating the differential equations, the
associated quantities are taken to be continuous, thus we
could have 0 < I(t) < 1 when obtaining results using the
equations.

2. Analytics

To determine when I(t) will grow initially and create
an epidemic, we see from the equation

dI

dt
= qiSgIg − qrI (2)

that this can occur when the initial dI/dt > 0. At
t = 0, the S(0) initial susceptibles are randomly dis-
tributed in that there is no bias in them initially occu-
pying the space G or not. In this case, Sg(0) = γsS(0)
and Ig(0) = γsI(0). Requiring the right-hand side of
the above equation to be greater than zero implies the
criterion λγ2sS(0) > 1. We will initialize the infection
with one infected agent inside the group, Ig(0) = 1 and
Sg(0) = Nγs. In this case, the criterion for having an
initial increase in I is given by λNγs > 1.

Under certain restrictive conditions, it is possible to
regard our dynamical model as an effective SIR process
in which the effective infection probability is γ2sqi and
the effective recovery probability is qr. The conditions
for this to hold are that pj + pl = 1 (see below) and
that the infection probability qi is sufficiently small so
that the number of newly infected agents qiSg(t)Ig(t) is
less than the number of susceptible Sg(t) in the space G.
Recalling that the two probabilities are in general treated
as independent parameters, we stress that this condition
poses an additional restriction on the parameters and
hence is not in general true. We can then write the last
three equations in Eq. 1 as:

dS

dt
= −qiSgIg = −qi

(
Nγs

S

N

)(
Nγs

I

N

)
= −γ2sqiSI,

dI

dt
= qiSgIg − qrI = qi

(
Nγs

S

N

)(
Nγs

I

N

)
− qrI

= γ2sqiSI − qrI,
dR

dt
= qrI, (3)

so that the three equations are the standard SIR equa-
tions in a well-mixed population with an effective in-
fection probability of γ2sqi and an effective recovery
probability of qr. Physically, it means that Sg(t) =
NγsS(t)/N = γsS(t) and Ig(t) = NγsI(t)/N = γsI(t)
for every time step. The system therefore behaves as if
all the susceptible and infected agents inside and outside
the space G are randomly mixed and may be re-assigned
to G at every time step. We now derive the condition
pj + pl = 1 by starting with the discrete time version of
dSg/dt:

Sg(t+ 1) = Sg(t)− qiSg(t)Ig(t)− pl(Sg(t)
−qiSg(t)Ig(t)) + pj(St − Sg(t)).

From dS/dt = qiSg(t)Ig(t), we have

S(t+ 1) = S(t)− qiSg(t)Ig(t).

The effective dynamical equations are valid if we can
write Sg(t + 1) = γsS(t + 1). Imposing this equality
in the above equations, we have

(1− pj − pl)Sg + (pj − γs)S − (1− pl − γs)qiSgIg = 0.

This equality can only be true at all times if pj + pl = 1,
for which the coefficients in the three terms then all van-
ish. Though this condition is restrictive, it is interesting
in that it says that the system behaves as a well-mixed
SIR model when the probability for the agents outside
the space G not to join the space (i.e. (1− pj)) is equal
to the probability of those inside the space G to leave.
Equivalently, the probability for agents inside the space
G to stay (i.e., (1− pl)) must be equal to the probability
of those outside the space G to join. Under this condi-
tion, we no longer need two parameters and a single pj
is sufficient: hence γs = pj and the mean group size is
Npj . The dynamics of the model then become: An agent
outside the space G has a probability pj to join G and
every agent inside G has a probability (1− pj) to leave.

3. Extensive features of infection profile I(t)

We characterize the profile differences by looking at the
extensive features of I(t). This becomes particularly use-
ful when comparing with viral outbreaks in real complex
systems since information about the microscopic param-
eters is typically unknown. We consider the duration of
the outbreak which we call T ; the peak of the infection,
i.e. the maximum value of the number of infected I(t)
which we call H; the time to achieve this maximum, i.e.
time-to-peak which we call Tm; and the area below the
I(t) curve which we call A. Figure 4 shows the behavior
of these extensive quantities, obtained by integrating nu-
merically Eqs. 1. Profile features are shown as a function
of the mobility γm and infection probability qi for three
different values of the infection contact rate λ. The re-
lationship between the duration, time to peak, and area
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FIG. 4: (Color online) Duration, time-to-peak, severity and area associated to the infection profile I(t) (from left to right: T ,
Tm, H and A) as a function of γm and qi. For three values of λ (from top to bottom: 0.022, 0.15, and 0.5), N = 1000 and
γs = 0.1.

becomes evident by showing the similar qualitative re-
sults for a given value of λ. Some key points emerge:
(i) As λ grows, the times (duration and time-to-peak)
and area become independent of the mobility. (ii) As qi
increases, the times and area become smaller. (iii) By
increasing the parameter λ the maximum height grows.
(iv) The highest severity value H shows linearity with
γm and qi (i.e. qi = e3γm). (v) The regions in the qi-γm
space where the maximum height is located, change from
low mobility and high infection probability for small λ,
to the region of low infection probability and high mobil-
ity for large λ. The transition between these two limits
can be seen to occur around λ = 0.15. (vi) For small
values of λ, the times and area follow linearly their max-
imum value with γm and qi. Before the transition point
at λ = 0.1, this linearity is lost.

The initial conditions that we have so far considered,
feature one infected individual in the space G. In real
systems some infections are controlled or naturally dis-
sipated before a large-scale spreading is reached. The
numerical simulation can account for these types of sit-
uations: Figure 5 illustrates the distribution of the in-
fection’s duration for 1000 different realizations and dif-
ferent initial conditions which varies with the number of
initially infected objects (seed s). Each run leads to a
slightly different dynamics whose mean values are well
captured by the dynamical equations. For small values
of s, the probability of having a short outbreak (T ≈ 0) is
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FIG. 5: (Color online) Distribution of duration of infection T ,
for different values of initial seed s. Parameters: λ = 0.022,
qi = 0.002, γm = 0.0018 and N = 103.
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function of mobility from numerical integration of differential
equations (solid curve) and mean values of 104 simulations
(dotted curve). Parameters: λ = 0.1, qi = 0.005, γs = 0.1
and N = 104.

very high in comparison with realizations for larger val-
ues of s. For this illustration, the recovery probability is
selected to be approximately 50 times greater than the
infection probability. Hence, the distribution for small
s shows a large probability of a short infection, i.e. for
most of the runs, the few infected agents recover faster
than they can spread the infection. On the contrary as
s increases, the probability of short durations decreases
and the distribution gets populated with a duration that
is similar for all the values of s. Interestingly, the point
where the distribution is maximum (after the short du-
ration peak for small s) is only slightly shifted to shorter
times as s grows. It becomes more evident in the bottom
of Fig. 5 by looking at the difference between s = 5 and
s = 10. The duration that more closely resembles the
result from the differential equations, is around T ≈ 400
(see blue curve in Fig. 2) and has a very low probability
for all s values. For this parameter choice, the simula-
tion is far from the mean-field (i.e. differential equation)
result.

As an illustration, Fig. 6 depicts the result for the
extensive quantities of the infection profile as a function
of mobility, contrasting the results from the differential
equations (solid curve) with the mean value from the sim-
ulations (dotted curve). The results show that for small
values of mobility, the duration predicted by the differen-
tial equations is greater than the mean from simulation,
in agreement with the previous finding. This statement
is also valid for the area and time-to-peak, but it is false
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FIG. 7: (Color online) Infection profile from our model (green)
and civil-unrest event profile in Libya during the Arab spring
of 2011. We take N = 4000 agents and the timestep to be
one day, starting on February 24, 2011. The other parameters
are pj = 0.08, pl = 0.72 (for joining and leaving the group);
qi = 0.1, qr = 0.46 (for infection and recovering processes in
SIR).

for the peak height. The latter displays, for small γm, a
good agreement between the simulations and the equa-
tions. In contrast, as the mobility is increased, the state-
ment is no longer accurate for the duration and maximum
height. For instance, the simulation result grows with a
smaller rate than the differential equation for the maxi-
mum height while the agreement between the results for
duration grows as the mobility is increased.

B. Comparison with real-world social contagion

We note that the profiles in the top two insets of Fig. 2
are commonly observed in association with the download
popularity of YouTube clips reported in Refs. [10, 11].
The bottom inset is more characteristic of financial sys-
tems, and looks remarkably similar to the profile ob-
tained for the revaluation of the Chinese Yuan currency
reported in Ref. [44]. This same rumor circulated twice
in the space of a few months, producing an almost identi-
cal profile. The currency pairs follow a similar dynamical
pattern in each case, which suggests that the same under-
lying group dynamics developed, in line with our model
[44].

In the social domain, we also find similarities between
the infection profiles produced by our dynamical model
and those of civil-unrest events. The use of new technolo-
gies such as social media and mobile phones is arguably
one of the main elements that helped large mobilizations
such as the Arab Spring to generate continuous waves of
civil unrest activity. Indeed the use of this technology
during these protests doubled in some participant coun-
tries. The case of Libya is known to have relied on the
use of cell phones, emails and YouTube videos to spread
information about the current state of the protests and to
coordinate new demonstrations [46]. Figure 7 compares
the output of our model with the volume of civil unrest
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events in Libya during the 2011 Arab Spring, treating
the events in a given day as a proxy for the number of
infecteds I(t). Given that our model accounts for the
spreading dynamics within a population that is continu-
ously renewed over time, individuals may join a popular
place (e.g. enter a chatroom) and hence be susceptible
to becoming infected (e.g. get influenced by a political
idea). The dynamics of the number of infected individ-
uals in our model is therefore likely to be illustrative of
the on-street activity that then follows (e.g. demonstra-
tion events). While we are well aware of the limitations
in making such a connection, it is nevertheless a reason-
able first approximation. As can be seen from the results
in Fig. 7, the model mechanisms such as mobility and
spreading result in revivals on the infected community
that matches reasonably well the actual on-street event
data. We stress that while these profiles for the model
and actual on-street events shown in Fig. 7 are similar to
each other, each is very different from that predicted by
a well-mixed standard SIR model which is characterized
by exponential decays and no revivals.

Figure 8 goes further by comparing the extensive fea-
tures of the model’s infection profile to that obtained
from empirical data of on-street civil protest events in
Latin America (numbered circles). Again we are tak-
ing the number of infected I(t) at a given timestep as a
proxy for the number of people incited to protest, and
the space G as some physical or even online space (e.g.
city center or chatroom) where individuals become suffi-
ciently motivated to protest. While we are not suggest-
ing it provides a unique or definitive explanation of these
phenomena, the model (thin colored lines) does capture
the wide variability of outbreak profiles in a way that a
standard SIR model cannot (thick black line). The on-
street civil unrest data (numbered circles) come from a
unique multi-year, national research project involving ex-
haustive event analysis by subject matter experts (SMEs)
across an entire continent (see Refs. [45, 47]). The start
and end of each burst is identified using the analysis of
Ref. [48] and cross-checked manually. The key to extract
features from the sequence of events, is to construct the
infection profile(s). First, we segment a long sequence of
civil unrest events by a pre-specified threshold d. That
is, if the interval between two consecutive events is not
larger than d, the latter event is in the same segment as
the previous event. Second, the curve of infection is built
based on one segment of events, by making the recipro-
cal of the intervals between events as the y values and
the time step as the x value. Then we can extract the
features of that infection curve, forming one numbered
circle in Fig. 4(bottom).

C. Broadcast SIR mechanism

In the broadcast-type infection model, the space G has
a constant infection rate qi for infecting the susceptible
who happen to be in G at that timestep – which is akin

Index Country Beginning Date End Date H Tm T
1 Argentina 05/10/12 5/19/12 4 1 9
2 Argentina 8/27/12 9/10/12 2 5 14
3 Argentina 10/1/12 10/7/12 3 1 6
4 Argentina 10/8/12 10/21/12 4 3 13
5 Argentina 10/22/12 11/26/12 6 3 35
6 Argentina 11/27/12 12/9/12 5 2 12
7 Brazil 12/11/12 1/21/13 9 11 41
8 Brazil 2/18/13 4/1/13 7 15 42
9 Brazil 4/15/13 4/28/13 5 3 13

10 Chile 6/10/12 6/17/12 2 2 7
11 Chile 1/17/13 1/22/13 3 1 5
12 Colombia 2/27/13 3/11/13 3 4 12
13 Colombia 3/13/13 4/1/13 5 2 19
14 Colombia 10/9/12 10/21/12 4 4 12
15 Colombia 12/4/12 12/13/12 5 2 9
16 Ecuador 2/25/13 3/24/13 14 4 27
17 Ecuador 10/15/12 10/26/12 3 2 11
18 Argentina 5/10/12 5/28/12 4 1 18
19 Argentina 4/25/12 5/7/12 3 1 12
20 Argentina 9/25/12 10/21/12 4 3 26
21 Argentina 3/2/12 3/14/12 2 1 12
22 Argentina 8/1/12 8/25/12 4 1 24
23 Brazil 12/18/12 12/27/12 2 3 9
24 Brazil 12/27/12 4/2/13 4 27 96
25 Chile 6/30/12 1/4/13 23 23 188
26 Chile 6/18/12 7/1/12 2 3 13
27 Chile 7/19/12 8/27/12 2 14 39
28 Chile 10/28/12 11/18/12 3 8 21
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FIG. 8: (Color online) (Top) Bursts of civil unrest. Columns
show burst index, start time, end time, and bursts’ features in
days (T and Tm) and number of events (H). (Bottom) Out-
break profile descriptors H/N and Tm/T compared to empir-
ical data of on-street civil unrest (numbered circles) [47] from
the numbered top list. Theoretical lines obtained by inte-
grating the coupled differential equations for different values
of mobility γm. Thick black line shows result for standard
(i.e. well-mixed) SIR model. N = 1000, qi = 0.002 through-
out. Each trajectory starts near origin for λ ≡ qi/qr = 10−3

and grows until λ = 1 in steps of δλ = 10−3. To estimate N
from the real data, we chose the 97% quantile of H (i.e. a
z-score of 3) from a larger sample and obtained a quantile of
27.

to having contaminated surfaces in a hospital, school or
airport. All the infecteds have a recovery rate qr to re-
cover and become immune. These dynamics are governed
by the equations:

dSg
dt

= −qiSg − pl(Sg − qiSg) + pj(S − Sg),
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FIG. 9: (Color online) (a) Trajectories of evolution of the
system in the S − R space. Initially the system starts from
the right-hand lower corner. (b) The evolution of S(t) in
time, and (c) the evolution of I(t) in time. The rougher and
smoother curves are obtained by simulation and by integrat-
ing the set of equations (Eq. (4)) respectively. The systems
have the same mean number of agents in G given by Nγs
where γs = 0.1. Other parameters are: λ = 1.0, qi = 0.01,
pj = 0.01 and pl = 0.09.

dIg
dt

= qiSg − qrIg − pl(Ig + qiSg − qrIg)

+(1− qr)pj(I − Ig),
dRg
dt

= qrIg − pl(Rg + qrIg) + pj((R−Rg)

+qr(I − Ig)),
dS

dt
= −qiSg,

dI

dt
= qiSg − qrI,

dR

dt
= qrI. (4)

An explicit formula for S(t) can be obtained by solving
the first and fourth equations in Eq. (4). The result is

S(t) = C1 exp

{
1

2
(−A−

√
A2 − 4B)t

}
+C2 exp

{
1

2
(−A+

√
A2 − 4B)t

}
(5)

where A = ((pj + pl) + (1− pl)qi), B = pjqi, and C1 and
C2 are determined by the initial conditions. Equation
(5) shows that the decrease of susceptibles is not related
to the number of infecteds, i.e. qr is irrelevant. This
is in contrast with the person-to-person case, where the
results depend significantly on qr.
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FIG. 10: (Color online) Comparison between the broadcast
(left column) and person-to-person (right column) cases. (a)
qi > qr; (b) qi < qr. Results obtained by solving Eq. (1) for
the person-to-person case and Eq. (4) for the broadcast case.
Parameters are shown in the figure.

Figure 9 shows the results of this dynamical process
using the equations and direct simulation. The two sets
of results are basically consistent with each other. Figure
10 compares results for the broadcast-type infection and
person-to-person infection, by solving Eq. (1) and Eq.
(4). Comparing the behavior in the two cases for qi > qr
(Fig. 10(a)), we note that there is a difference in behav-
ior in both S(t) and I(t) at short times. This difference
is more apparent for the case of qi < qr , as shown in
Fig. 10(b). In order to analyze further the two infection
mechanisms, we look at the quantities (1/N)(dS/dt) and
(1/N)(dR/dt). Figure 10 shows the results obtained by
solving Eq. 1 (for person-to-person infection) and Eq. 4
(for broadcast infection). Figure 11 shows the results for
the person-to-person and broadcast mechanism obtained
by simulations. For the cases of Fig. 11(a) and Fig. 11(c)
where the infection probability is high and the recovery
probability is low (qi = 0.9 and qr = 0.1), the behaviors
for the two infection mechanisms are similar. This is be-
cause the parameters correspond to the situation where
a susceptible getting into G will almost certainly become
infected, regardless of the infection mechanism (i.e. very
high infection probability in comparison with recovery).
However, for the cases in Fig. 11(b) and Fig. 11(d) where
the infection probability is low and the recovery probabil-
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FIG. 11: (Color online) (a-b) Derivative d(S(t)/N)/dt and (c-
d) derivative d(R(t)/N)/dt as a function of time for the broad-
cast and person-to-person infection mechanisms obtained by
numerical simulations. The parameters are: pj = 0.1, pl =
0.9, (a) and (c) qi = 0.9, qr = 0.1; and, (b) and (d) qi = 0.1,
qr = 0.2.

ity is high (qi = 0.1 and qr = 0.2), the two mechanisms
give different behaviors with the broadcast mechanism
showing a less variable dR/dt.

Figures 11 and 12 compare simulation results of I(t)/N
and d(R(t)/N)/dt for the two infection mechanisms, for
several different sets of model parameters. Figure 12(a)
and (b) (Fig. 11(c) and (d)) correspond to cases with
fixed average occupation of G and mobility but with dif-
ferent infection and recovery probabilities. When the in-
fection probability is high and the recovery probability is
low, the two mechanisms give similar results (Fig. 12(a)
and Fig. 11(c)). When the infection probability is higher
than the recovery probability (λ = qi/qr = 2.0) as in Fig.
12(b) and Fig. 11(d), the number of infecteds increases
faster in the early stage for the person-to-person mecha-
nism. Figures 12(c-d) and (g-h) correspond to cases with
fixed parameters for the viral process (fixed qi and qr ),
but different parameters in terms of joining and leaving
the space G. In Fig. 12 (c) and (g), the mobility is low
(γm = 0.0018).

Although the infection probability is small, the person-
to-person infection mechanism still shows a strong epi-
demic at short times and then an oscillatory behavior.
For the same infection probability, the broadcast mech-
anism shows a weak epidemic. Thus, the low mobility
enhances the epidemic even though the infection proba-
bility is small, by retaining and thus increasing the num-
ber of infecteds within G who can then further infect
susceptibles. This infection reinforcement mechanism is
missing from the broadcast case. In Figs. 12(d) and (h),

the mobility is high (γm = 0.18 with the same qi and
qr as in (c)) and the person-to-person mechanism does
not cause an epidemic, however the broadcast mecha-
nism does lead to an epidemic. Whether an infection is
spread through personal contact or through contact with
the physical space itself (e.g. contaminated surfaces) is
therefore crucial in dictating the infection profile I(t) to
be expected.

IV. SIS PROCESS

A. Person-to-person SIS mechanism

We now study the same mobility model involving G,
but now using an SIS (Susceptible-Infected-Susceptible)
viral process. As before, infected individuals can only
infect others when they are present in the space G, and
each infected in G has a probability qi (per unit step) to
infect a susceptible in G. All the infected individuals in
the system (inside and outside G) have a probability qr to
recover and become susceptible again. At the beginning
of the process, we randomly select an agent in G to be
infected. The viral dynamics of the system are governed
by the following equations in the mean-field limit:

dSg
dt

= −qiSgIg + qrIg − pl(Sg − qiSgIg + qrIg)

+pj(S − Sg + qr(I − Ig))
dIg
dt

= qiSgIg − qrIg − pl(Ig + qiSgIg − qrIg)

+pj(1− qr)(I − Ig)
dS

dt
= −qiSgIg + qrI

dI

dt
= qiSgIg − qrI (6)

For the sake of brevity, we focus on a few choice sets of
parameters (qi, qr) and (pj , pl), for both the simulations
(N = 1000 agents) and for the numerical integration of
Eq. (6). Results are shown in Fig. 13. The numerical
integration results agree well with the simulation results
showing a monotonic increase in the fraction of infected
individuals for recovery probabilities equal to and larger
than the infection probability. To fully describe the dy-
namical process, we then add the master equation con-
cerning the dynamics in G:

dNg
dt

= −pl(Sg + Ig) + pj(S − Sg + I − Ig). (7)

The steady state (e.g. S(∞)) may be found by setting
the right-hand side of the equations (Eqs. (6)-(7)) to
zero. We then obtain

Sg(∞) = S(∞)γs, (8)

Ig(∞) = I(∞)γs, (9)
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FIG. 12: The fraction of infected individuals I(t)/N and the derivative d(R(t)/N)/dt as a function of time for the broadcast
and person-to-person mechanism. The parameters are: (a) and (e) γs = 0.1, γm = 0.018, qi = 0.9, qr = 0.1, (b) and (f)
γs = 0.1, γm = 0.018, qi = 0.1, qr = 0.2, (c) and (g) γs = 0.1, γm = 0.0018, qi = 0.01, qr = 0.1, (d) and (h) γs = 0.1, γm = 0.18,
qi = 0.01, qr = 0.1. (a-b) and (e-f) correspond to fixed average group size and mobility, but different infection and recovery
probabilities. (c-d) and (g-h) correspond to fixed infection and recovery probabilities, but different mobilities.
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FIG. 13: (Color online) Fraction I/N as a function of time
t, for SIS model with person-to-person infection mechanism.
Several sets of parameters are selected to illustrate the fea-
tures.

S(∞) = N +
1

2qrA
Nγs(−B +

√
B2 − C)

+
1

4qiqrA2
(−B +

√
B2 − C)2, (10)

where

A = pj + qr(1− (pj + pl)), (11)

B = NγsqiA+ qrA+ plqr, (12)

C = 4NqiqrA(pj + γsqr(1− (pj + pl))). (13)

So far, this steady-state solution is general. For the spe-
cial case scenario discussed earlier in which pj + pl = 1,
we obtain γs = pj and γm = 2pj(1 − pj) = 2γs(1 − γs).
In this case:

S(∞) =
qr
qiγ2s

. (14)

Though the total number N disappears from the limit
S(∞), N still enters as a bound. More explicitly, the
above expression should be written as

S(∞) = Min[
qr
qiγ2s

, N ]. (15)

The corresponding value of I(∞)/N in the case of pj +
pl = 1 is

I(∞)

N
= 1−Min[

qr
Nqiγ2s

, 1]. (16)

As an example of accuracy, Fig.13(c-d) compares the
steady state I(∞)/N with the outcome from the differ-
ential equation as well as simulations for two sets of pa-
rameters that fulfill the condition pj + pl = 1. In fact,
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under this special condition, the master equation for S(t)
becomes

dS

dt
= −qiγ2sSI + qrI, (17)

and is easy to solve for S(t). Equation (17) corresponds
to an effective (well-mixed) SIS system. Substituting I =
N − S into the above equation, we obtain two solutions.
One solution is (for decaying I)

S(t) =
qre

Nqiγ
2
s t+qrC −Neqrt+Nqiγ2

sC

qiγ2se
Nqiγ2

s t+qrC − eqrt+Nqiγ2
sC

. (18)

If the initial condition is S(0) = N0, the constant C is
given by

C =
ln(qr −N0qiγ

2
s )

Nqiγ2s − qr
. (19)

The other solution is (for increasing I)

S(t) =
qre

Nqiγ
2
s (t+C) +Ne−qr(t−C)

qiγ2se
Nqiγ2

s (t+C) + eqr(t+C)
. (20)

If the initial condition is S(0) = N0, the constant C is
given by

C =
ln(N0qiγ

2
s − qr)

qr −Nqiγ2s
. (21)

B. Broadcast SIS mechanism

We next consider the broadcast SIS mechanism, i.e.
every susceptible who enters the group will be infected
at a constant rate qi. All the infected individuals have
a recovery rate qr at which they become susceptible
again. Interestingly, we note that this process is anal-
ogous to spintronics in condensed matter physics: When
an electric current consisting of unpolarized electrons en-
ters a spintronic device, such as a spin-valve transistor,
the output current will be spin-polarized. The spin-
polarized conducting electrons may be thought of as in-
fected agents. The spin-polarized electrons will naturally
tend to forget their polarization over time, e.g., by scat-
tering (decoherence) or noise effects, and hence recover
to become susceptible again (i.e. unpolarized). Any out-
break in the system may be described by the following
equations in the mean-field limit:

dSg
dt

= −qiSg + qrIg − pl(Sg − qiSg + qrIg)

+pj(S − Sg + (I − Ig)qr)
dIg
dt

= qiSg − qrIg − pl(Ig − qrIg + qiSg)

+pj(I − Ig)(1− qr)
dS

dt
= −qiSg + qrI

dI

dt
= qiSg − qrI (22)
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FIG. 14: (Color online) Fraction I/N as a function of time
t, for SIS model with a broadcast-type infection mechanism.
Several sets of parameters are selected to illustrate the fea-
tures.
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FIG. 15: (Color online) Fraction I/N as a function of time
t, for SIS model with a broadcast type infection mechanism.
Results for two sets of parameters and for different system
sizes N are shown.

Some results are shown in Fig. 14. The simulation and
numerical integration results generally agree with each
other. Compared to the numerical integration results,
the simulation output fluctuates. This is because the
number of newly infected agents only depends on the
number of susceptible in G. It is therefore expected that
the fluctuations will be smaller in a system of larger N ,
where simulation results will agree better with iteration
results. Recalling that the mean number of agents in G
is Nγs, if we fix γs and vary N then the group size in G
will change. Results for I(t)/N with different values of
N , are shown in Fig. 15. The results for large N show
smaller fluctuations, as expected.

The steady state S(∞) is given by

S(∞) = N +
qik1
qrk2

, (23)

where k1 and k2 are defined as

k1 = Npjqr +Nγsq
2
r −Nγspjq2r −Nγsplq2r (24)
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FIG. 16: Fraction I(∞)/N as a function of γs (main panel).
Insets show dependence of I(∞)/N on γm. Parameters are
N = 1000, qi = 0.0005, qr = 0.015. The special condition
pj +pl = 1 is satisfied, hence γm = 2γs(1−γs). Results shown
for (a) person-to-person case and (b) broadcast case. Lines
are analytic results from integrating the differential equations,
while symbols are simulation results.

k2 = −pjqi − pjqr − plqr − qiqr + pjqiqr

+plqiqr − q2r + pjq
2
r + plq

2
r . (25)

For the special condition pj + pl = 1, we get

S(∞) =
Nqr

pjqi + qr
(26)

and hence the fraction of infecteds is given by

I(∞)

N
= 1− qr

pjqi + qr
=

pjqi
pjqi + qr

. (27)

As for the SIR case under this same special condition, the
equations take on the form of those for an effective well-
mixed SIS system with effective parameters, that can be
easily solved for S(t). The solution is given by

S(t) =
Nqr

qiγs + qr
+ Ce−(qiγs+qr)t . (28)

If the initial condition is S(0) = N0, the constant C is
given by

C = N0 −
Nqr

qiγs + qr
. (29)

Figure 16 shows the results for how I depends on γs
(which determines the group size in G) and γm (which

determines the mobility through G) for both the person-
to-person case and broadcast case.

V. SUMMARY

We have presented and analyzed a simple but highly
non-trivial model of co-existing mobility and infection
dynamics. The model considers an SIR or SIS process
for people transiting and revisiting a popular space G,
with person-to-person and broadcast infection mecha-
nisms. Our model can be solved through simulation,
or by integrating a set of dynamical equations. Vary-
ing the mobility (i.e. agents entering and leaving the
space G) and the infection probability has a significant
impact on the overall infection profile even when both
the mean group size in G and the ratio of the infection
and recovery probabilities are kept constant. The addi-
tion of a dynamical component through G, as compared
to traditional well-mixed models, generates a far wider
range of infection profiles and allows us to capture fea-
tures observed recently in social outbreak phenomena.
Our results reveal a highly non-linear dependence on mo-
bility that generates the counter-intuitive prediction that
by increasing the flow of individuals through a region of
contagion, the infection’s severity can be decreased. A
special case arises for certain values of the parameters
(pj + pl = 1) under which the system can be represented
by an effective well-mixed model in which the group can
be thought of as re-organized randomly in every time
step. We also presented results for a broadcast-type in-
fection mechanism and compared these to the person-
to-person infection mechanism. We identified a range
of infection probabilities where the two are comparable.
More generally, we found that the wide variety of in-
fection profiles that emerged from the time-dependent
interplay between mobility and infection dynamics, was
representative of recent real-world contagion phenomena
in the social setting.
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