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Here we measure the hindered diffusion of an optically confined nanoparticle in the direction
normal to a surface, and use this to determine the particle-surface interaction profile in terms of the
absolute height. These studies are performed using the evanescent field of an optically excited single
mode silicon nitride waveguide, where the particle is confined in a height-dependent potential energy
well generated from the balance of optical gradient and surface forces. Using a high-speed CMOS
camera, we demonstrate the ability to capture the short time-scale diffusion dominated motion for
800 nm diameter polystyrene particles, with measurement times of only a few seconds per particle.
Using established theory, we show how this information can be used to estimate the equilibrium
separation of the particle from the surface. As this measurement can be made simultaneously with
equilibrium statistical mechanical measurements of the particle-surface interaction energy landscape,
we demonstrate the ability to determine these in terms of the absolute rather than relative separation
height. This enables the comparison of potential energy landscapes of particle-surface interactions
measured under different experimental conditions, enhancing the utility of this technique.

I. INTRODUCTION

Nanoparticles with diameters smaller than 1 um are
being increasingly used for numerous commercial and
industrial applications including drug delivery [1], en-
hanced oil and gas recovery [2] and cosmetics [3]. Many
of these applications require nanoparticles to operate in
environments where they are tightly confined in regions
with characteristic particle-wall separation distances on
the scale of the particle diameter, such as geological pores
and in vivo capillaries. In these regions, the hydrody-
namic effects of the wall play an important role in dic-
tating the transport properties of the nanoparticles.

Theoretical studies of the motion of small particles
near fluid-solid interfaces were carried out by Brenner
and coworkers in the 1960s [4-7], who derived an exact
expression for the dependence of the diffusion coefficient
in the direction perpendicular to the surface as a function
of particle size and separation distance. For regions near
the interface (small h/R), Brenner’s exact solution can
be approximated [7, 8] and the scaling factor is given as:
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where D is the local diffusion coefficient in the perpen-
dicular direction, Dy is the bulk diffusion coefficient
far from the wall, f, is the scaling factor, R is the parti-
cle radius, and h is the distance from the bottom of the
particle to the interface. The full solution, along with
this approximation are plotted in Figure 1 (a).

Over the decades since Brenner’s theory was published,
there have been numerous experimental studies of the

* deb4@Qcornell.edu

motion of particles near a wall providing evidence in sup-
port of the theory, initially on millimeter [9] scale parti-
cles before moving to the micrometer scale [10-12]. Many
of these studies have used the Total Internal Reflection
Microscopy (TIRM) to measure the hydrodynamically
hindered particle motion under various conditions [13—
16]. A noteworthy example of this is the study performed
by Oetama and Walz [17] who directly measured the mo-
tion of 15 pwm diameter particles about 50-100 nm from
a surface. This was achieved by looking at many trajec-
tories of a single particle from each height and comput-
ing the variance in particle displacement following short
time lags, and relating this to the local diffusion coeffi-
cient. Once this was done for several particle heights, the
D, curve was fit to a linear approximation of Brenner’s
series (see the black curve in Figure 1 (a)) allowing the
absolute particle separation distance to be determined.

However, there are challenges involved in scaling this
method to the nanoparticle regime. This is illustrated in
Figure 1 (b). For 15 pm diameter particles, the linear
approximation is reasonable. However, for nanoparticles
at similar separation heights this approximation breaks
down and more accurate approximations are needed, as
illustrated by the divergence of the black curve from the
red and blue curves for the R = 400 nm case in Figure 1
(b). Indeed, most of the experimental studies on hindered
diffusion are performed for very small h/R ratios. An-
other challenge in directly measuring the diffusive motion
of smaller particles is that the bulk diffusion coefficient is
inversely proportional to particle size. As a result, most
of the previous work in this field has been limited to mi-
crometer scale particles. A recent study by Liu et. al [18]
looked at the diffusion of 3 um diameter particles near an
evanescently illuminated surface by holding them in place
vertically using optical tweezers combined with a TIRM
setup. Their experimentally measured diffusion coeffi-
cients match the predictions of Brenner’s theory over a
wide separation range from contact with the surface to
about h/R = 1. While this measurement is useful as



a system calibration allowing for the calculation of ab-
solute separation distances without knowledge of system
parameters like the evanescent penetration depth, the to-
tal measurement time needed to generate the D curve
for one particle was 20 minutes, making this technique
poorly suited for high-throughput particle characteriza-
tion.

Here we study the motion of sub-micrometer diame-
ter particles as they undergo hindered diffusion near a
liquid-solid interface. We demonstrate the capability of
measuring the diffusion coefficient normal to the surface
and determining the absolute particle-surface separation
heights. This allows for population level particle-surface
interaction measurements from a single-particle basis, en-
abling the identification of sub-populations in a heteroge-
neous suspension and the direct comparison of Nanopho-
tonic Force Microscopy (NFM) [19] measurements un-
der different experimental conditions with different equi-
librium positions. Using a waveguide architecture, we
measure particles sequentially with high-throughput with
measurement times as short as 5 seconds per particle.
The optical gradient force generated by the waveguide
pulls the nanoparticles close enough to the surface to
measure, while the high-speed CMOS camera enables
measurement of the local diffusion coefficient at short
enough time scales to neglect the drift effects.

II. ANALYSIS PROCEDURE

The experimental system used in this study consists of
a single mode silicon nitride rectangular waveguide. Sus-
pensions containing nanoparticles flow over this waveg-
uide in a microfluidic channel. For details of the experi-
mental apparatus please see the Methods section below.
As particles in the suspension interact with the waveg-
uide, they experience forces and resulting drift motion
in three dimensions, in addition to Brownian motion,
as illustrated schematically in Figure 1 (¢). In the x-
direction, along the optical axis of the waveguide, the
particle experiences a propulsion force given by the sum
of optical absorption and scattering balanced by the hy-
drodynamic drag force [20]. In the y-direction the parti-
cle experiences a symmetric potential which can be mod-
eled as harmonic due to the restoring force provided by
the optical gradient along the cross-sectional mode pro-
file. In the z-direction, normal to the surface, the particle
experiences an optical gradient force in the direction to-
wards the waveguide due to the exponential gradient in
the evanescent field. This is balanced by the net particle-
surface interaction forces (e.g. electrostatic repulsion in
a screened electrical double layer). The optical gradient
force, Fgrqa is computed as [21]:

2may,

Fyraa = VI (2)

¢
where oy, is the polarizability of the particle, ¢ is the
speed of light, and VI is the intensity gradient. Un-
like the TTRM scenario described previously, the fiber-
coupling scheme provides a fixed angle of incidence, and

the evanescent penetration depth is a known system pa-
rameter. As the particle moves along the waveguide and
interacts with the evanescent field, it scatters light. The
amount of light scattered depends exponentially on its
height:

Iscat = Ioexp(_z/dp) (3)

where Ig.q: is the light scattered by the particle mea-
sured by the camera, I, is the light that a particle at
z = 0 would scatter, and d, is the evanescent penetra-
tion depth. In practice I, is not known, and will be dif-
ferent for every particle in a polydisperse sample, as it is
a strong function of particle size. This is especially true
for particles in the Mie regime, where the particle size is
comparable to or larger than the optical wavelength, and
morphology dependent resonances can occur [22]. How-
ever, without knowing I,,, the change in height of a single
particle between two different observations can be deter-
mined by taking the ratio of Is.:. When many obser-
vations of a particle are taken, as in our experiments, it
becomes convenient to compute the position of the par-
ticle in each frame relative to some reference height. In
our previous work we used the equilibrium position as
this reference [19]. Here, with the eventual goal of de-
termining these separation heights absolutely we take a
different approach, based on one developed previously in
the literature [17]. Briefly, we select an arbitrary value
of I, Io guess, define the particle position in all frames
based on this guess, and compute the trajectory z(t). It
follows from equation (3) that

Iscat (t) - o,guessexp(_zrelative (t)/dp)
Zabsolute (t) = Zrelative (t) + Zof fset (4)

where Zgpsolute 1S the actual distance from the bottom of
the particle to the waveguide, z,cqtive 1S height relative
to where Iscat = Io,guess, and zof fset is an unknown con-
stant for each particle that will be determined through
fitting the experimental data to hydrodynamic models.

To analyze the dynamics of our system we begin with
writing the stochastic equation of motion for a particle
moving near the waveguide. While the particle motion
along the waveguide is a three-dimensional process (see
Figure 1 (c)), here we will decouple the motion in the
z-direction. Unlike previous works, the particles that we
are studying are subjected to drift due to near-field opti-
cal gradient forces in the evanescent fields; at short time
scales these become unimportant, and an approach re-
sembling that developed in the prior literature can be
used [17]. Using this Langevin-equation [8] approach, the
one-dimensional equation of motion in the z-direction for
our system can be written as:

D (2)
AZ = kBT (quud —|— Fsurf)At
dD
+$At +W(t)\/2D, (z)At (5)

where Az is the vertical displacement, Fyyrs is the net
particle-surface interaction force, and W(t) is a random
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FIG. 1. (color online) a) Non-dimensionalized plot illustrating Brenner’s series solution (blue line, see also [4]) as well as some
simplified approximations (red [7] and black lines [17], see refs.) for the fraction of bulk diffusion coefficient in the direction
normal to a surface as a function of separation height (normalized by particle radius). b) Fraction of bulk diffusion coefficient

plotted as a function of height for separation distances within

100 nm of a wall. Colors same as in the legend, solid lines

correspond to a particle with R = 400 nm studied here, while dashed lines correspond to a particle with R = 7500 nm. c)
Schematic of the experimental force picture and resulting 3-dimensional motion.

variable chosen from the normal distribution with a mean
of zero and a variance of 1. If the displacement is small,
we can simplify this expression by taking D (2) = Dgpp,
the apparent diffusion coefficient observed for motion
near position z which is valid if the particle moves a
small enough distance that the change in the diffusion
coefficient is negligible. This can be ensured by taking a
small enough At that the particle does not have time to
displace very far. In the limit of small At further sim-
plifications can also be made because the drift term due
to external forces and the diffusivity gradient term both
scale with At while the fluctuation term scales with v/At

and so decays less rapidly as the lag time is decreased.
In this diffusion-dominated regime, the displacement de-
pends only on the fluctuation term:

W (t)\/2DappAL. (6)

By the definition of W(t), the variance of the distribution
of observed Az is

~
~

Az

,3 = 2DappAt (7)

50 Dgpp at a given height can be determined by plotting
the variance in the displacement over many vertical dis-



placement “jumps” from that height as a function of the
jump time lag, At and taking the slope.

To estimate 2,f st and therefore calculate zgpsorute We
seek to determine the apparent diffusion coefficient at
several heights and fit it to the approximation of Bren-
ner’s series. Since the diffusion coefficient is spatially
dependent and will change over the course of each parti-
cle’s trajectory, and this process is influenced over long
times by drift forces which are spatially dependent as
well, we look at what happens over short vertical jumps
from when a given height is sampled. Due to the stochas-
tic nature of the process, we need to make a statistical
measurement incorporating many jump trials from an ini-
tial height. To increase the number of jumps used in the
statistics, we incorporate an approach which trades off
some of the position resolution in order to obtain large
statistical sampling while maintaining throughput. This
is accomplished by discretizing the data to reduce the
number of initial heights used and increase the number
of trajectories from each height (see Methods for details).

III. RESULTS
Variance in separation height

Figure 2 shows the results of a typical experiment. In
Figure 2 (a), for trajectories from one height that the
system stochastically samples, we compute the variance
in the displacement after a given lag time. The lag times
used are integer multiples of the period between camera
acquisitions, in this case (1/3,000) s. The black curve and
symbols represent the experimental data, while the red
dashed line is a linear fit of the first three data points.
The slope of this red line corresponds to the apparent
diffusion coefficient, as shown in equation (7). The short
time scale motion is highlighted in the inset. The lin-
ear increase is indicative of a regime in which the parti-
cle drift is negligible and diffusion dominates. The first
three points are used in the fitting because this is the
regime where drift due to the force field is smallest and
diffusive motion dominates, leading to the most accurate
prediction possible with this sampling rate. As the inset
shows, for short time lags the particle is in the diffusive
regime and the variance in the displacement is linear as
indicated by equation (7). The slope decreases as drift
becomes more significant. At long time scales the parti-
cle experiences the whole potential energy well and the
variance no longer changes monotonically with increasing
lag time. When this procedure is repeated for different
initial conditions that the particle stochastically samples,
different values of Dy, are computed, as expected from
equation (1). These are plotted as the red open squares
in Figure 2 (b). Of course, our values for the initial con-
ditions are calculated based on an arbitrary selection of
1o, guess- To find the actual height of the particle, the
experimental data are fit to a curve based on the ap-
proximation in equation (1), as shown in the red line in
Figure 2 (b). To simplify computation, this is done using
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FIG. 2. (color online) a) Variance in vertical displacement vs.
lag time, computed for at least 500 trajectories from a sin-
gle initial condition. At short time scales, drift is negligible
and the particle undergoes normal diffusion. The diffusion
coefficient is computed by taking the slope of the linear fit
to the first 3 data points (red curve). Inset: close-up of the
first 5 data points illustrating linear fitting in the diffusion
dominated regime. b) After effective diffusion coefficients are
determined for all initial conditions with sufficient trajecto-
ries, the data is fit, and the vertical offset is computed. The
red squares are the experimental data. The red curve is the
fit to the data using equation (8). For reference, the bulk dif-
fusion coefficient for this particle is Dpyix = 6.14210" 3 m? /s.

the non-dimensional form of the equation, modified from
equation (1) to include a fitting parameter for the spatial
offset:

D, R
Dyuik h 4 Zoffset

) +0.9712}1.
(8)

The result is a shifting of the D(z) curve, as shown in
Figure 2 (b), annotated by the double arrow.

+ O.2ln(
h+ Zof fset



Population level energy landscape mapping

A major advantage of the waveguide architecture is
the ability to interrogate particles in rapid succession to
achieve high throughput. This can be observed in the
Supplemental Movie (see Supplemental Material and Ap-
pendix for a detailed description) which depicts a single
data acquisition. While not all of these particles can be
tracked for long enough to get sufficient statistical data,
the throughput is sufficient to obtain population level
data over the course of a single experimental session (4-6
hours, including setup time). The value of z,ffser Ob-
tained from the fits to the D(z) curve specify the abso-
lute separation height between the bottom of the particle
and the surface in each time step. This is useful, since the
same data used in these experiments can also be used to
map the potential energy landscape incorporating the in-
teractions between the particle and the surface as well as
between the particle and the evanescent field. From the
distribution in intensity as the particle translates along
the waveguide, the relative potential energy can be com-
puted from the Boltzmann statistics (for details see [23]):

U(Zrel) - U(Zeq) P(Iscat(zeq))lscat(zeq)
kBT P(Iscat(zrel))jscat(Zrel)

where U(z) is the potential energy at position z, Iscqt(z)
is the measured scattered light intensity, and P(I(2)) is
the probability of scattering at a given intensity deter-
mined from the measured distribution. However, since
Zof fset is determined from the fit, an absolute height can
now be associated to each state. This facilitates the com-
parison of energy landscapes measured under different ex-
perimental conditions with different equilibrium heights.
This is shown in Figure 3, where we show corrected equi-
librium positions under different experimental salt con-
centrations, in dilute KCI and Phosphate Buffer Saline
(PBS) solutions, as characterized by the Debye screening
lengths (Ap). Each plot shows all particles successfully
tracked in the given experimental condition with data
meeting the criteria previously discussed, particularly at
least 15,000 frames of tracked data at 3,000 frames per
second for each particle. The particles used in all cases
were NIST-traceable size standard polystyrene spheres
(see details in Methods below).
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Direct comparisons of nanoparticle-surface
interactions under different conditions

To illustrate the utility of this advance, in Figure 4
the potential energy wells for two particles measured in
different salt concentrations are shown, in 0.01x PBS
(Ap = 7.6 nm, blue squares) and in 0.001x PBS (Ap = 24
nm, black circles). The experiments were performed on
the same waveguide at approximately the same coupled
optical power. The measured equilibrium is closer to the
surface for the high salt case, consistent with the ex-
pectation of increased screening of the electrostatic re-
pulsive forces due to the thinner electrical double layer.
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FIG. 3. (color online) Histograms illustrating the number

of experimentally measured particles at each calculated cor-
rected equilibrium height, z., under various experimental con-
ditions. a) 0.076 mM KCI in deionized water, Ap = 50 nm
(blue bars) and 0.237 mM KCl in deionized water, Ap = 20
nm (yellow bars). Note that these experiments were per-
formed at different optical powers, P, to ensure sufficient trap-
ping, which also influences zeq. b) PBS diluted to 0.001x in
deionized water, Ap = 24 nm (blue bars) and PBS diluted to
0.01x in deionized water, Ap = 7.6 nm (yellow bars). These
experiments were performed on the same waveguide with the
same optical power.

Looking at the left side of the curves, the repulsive en-
ergy barrier for reaching zgpsoiute 18 much higher for the
lower salt case, stabilizing the suspension. At higher salt
concentrations, there is enhanced screening of the elec-
trostatic repulsion, and therefore the energy barrier to
coming into contact with the surface is lower. Compar-
ing the right hand side of both curves, the similar mag-
nitude and shape of the curve in the optical gradient
dominated regime is consistent with the similar polariz-
ability of both particles and the same optical power being
applied in both cases.
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FIG. 4. (color online) . Potential energy wells calculated

using the Boltzmann inversion for example particles in two
different salt concentrations (0.001x PBS, Ap = 24 nm, black
curve and 0.01x PBS, Ap = 7.6 nm, blue curve). The heights
(horizontal axis) are absolute distances between the particle
bottom and the waveguide. The potential energy, plotted
as the energy difference relative to the equilibrium position
for each particle is given in units of kg7 and includes con-
tributions from the optical gradient and the particle-surface
interaction.

IV. DISCUSSION

Significantly, Figure 2 indicates that with a reasonably
fast camera we are able to obtain data in the diffusive
regime where the variance in the vertical displacement is
proportional to the lag time of the measurement, with the
slope corresponding to the effective diffusivity of the par-
ticle. In this regime, the particle has not yet had time to
respond to the external forcing of the optical and electro-
static fields, and instead its motion is determined purely
by hydrodynamic effects. The use of a camera captur-
ing the scattered light is important because we are able
to record both the intensity and position of the scattered
light pattern as the particle is propelled along the waveg-
uide by the optical scattering force. The optical confine-
ment provided by the waveguide in two-dimensions al-
lows us to probe particles with diameters smaller by a
factor of 20 compared to similar analytical methods used
without this confinement in the past [17], while relaxing
the confinement in the x-direction allows for estimates of
the absolute separation height with measurement times
of about 5 seconds per particle as opposed to 20 minutes
[18] or longer [24] with current state-of-the-art methods.
The use of scattered light allows for shorter integration
times, leading to measurements in the regime unbiased
by drift effects, in contrast to recent studies with flu-
orescence techniques [25]. This is especially important
when considering previous studies using near-field fluo-
rescence techniques that report under-estimating the z-
direction hindered diffusion of nanoparticles due to their
inability to differentiate hydrodynamic effects from the

electrostatic repulsion between the particle and the sur-
face [26, 27]. In our experiments, At is sufficiently short
(see equation (7)) that we are able to measure the hy-
drodynamics of R = 400 nm particles, obtaining results
consistent with the Brenner theory for normal diffusion
in this regime.

As Figure 2 (b) shows, the estimate of 2,5 fse¢ depends
primarily on the accuracy of the fit curve to the measured
local diffusion coefficients. As a result, the accuracy of
this value depends on how accurately the slope of the
variance in vertical position represents the diffusion coef-
ficient in the diffusion dominated regime. This becomes
more precise if more points are used in computing the
variance and more accurate when the sampling rate is
fast relative to the rate of diffusion. As D is smallest
closest to the interface, for larger separations, this be-
comes less accurate because the time scale of diffusion is
faster relative to the camera sampling rate. It is worth
noting that as shown in equation (1), the diffusion coeffi-
cient is a function of both height and particle size. There-
fore, in principle it is possible to obtain an estimate of
particle size as well as absolute height by using two free
parameters in the fitting in equation (8). However, the
accuracy of this remains poor with the present experi-
ments. A route forward for future investigations may be
to use the absolute height estimate obtained here in con-
junction with a method based on the in-plane diffusion
parallel to the surface, as we did in our previous work to
obtain relative changes in particle size [28].

Since the primary limit to the sampling frequency
available using CMOS cameras is the data transfer rate,
we predict that improved technologies (for example the
emerging USB 3.1 Generation 2 data transfer standard
[29]) will enable higher frame rates, enabling measure-
ments on smaller particles in the coming years. In addi-
tion, some progress has been made recently into extract-
ing relevant physical parameters using data collected in
the regime where both drift and diffusion effects are sig-
nificant [24, 30]. Accounting for drift effects will allow
for sampling rates that are slower relative to the diffu-
sion time scales to still yield useful information.

Figure 3 displays histograms of the corrected equi-
librium positions measured for populations of particles.
This is accomplished in both 1:1 electrolyte (Figure 3 (a))
and diluted buffered solutions (Figure 3 (b)). The data
are consistent with physical expectations as in the higher
salt concentration experiments more particles have equi-
librium positions closer to the surface, as expected from
the increased screening of the electrostatic forces charac-
terized by the shorter Debye length (Ap). As the Figure
shows, there is some variation in the equilibrium posi-
tions measured within each experimental condition. This
is likely due to the fact that this position depends on
the balance of optical gradient and surface force effects,
and the optical gradient force depends on the polarizabil-
ity of the particle which is a function of particle radius
to the third power, which explains these variations even
with such nominally monodisperse samples. However,
as shown most clearly with the blue bars on the right



side of Figure 3 (b), a small number of the particles be-
have much differently than the rest of the population.
This illustrates how this technique can be used for the
identification of impurities or other sub-populations in a
heterogeneous suspension environment.

Unlike ensemble averaged measurement techniques like
Dynamic Light Scattering, the presence of these different
particles does not bias the results of the measurement
on the primary constituents, as the individual data for
each particle is measured independently. The estimation
of absolute height requires no assumption about popu-
lation monodispersity and is performed individually for
each particle. This is accomplished without damage to
or fouling of the waveguide or changing the experimen-
tal parameters, in contrast to the methods used in con-
ventional TIRM experiments [31]. As the Supplemental
Movie shows (see Supplemental Material and Appendix
for a detailed description), the waveguide architecture al-
lows for the interrogation of multiple particles in rapid
succession. While not all particles can be tracked for
long enough to acquire a sufficiently large statistical sam-
ple to perform the diffusion analysis procedure described
here, the throughput is still sufficient to perform popula-
tion level measurements. Each salt concentration in each
panel of Figure 3 was obtained in a single experimental
session.

In conclusion, we have demonstrated direct measure-
ment of the diffusive motion of sub-micrometer scale
spheres hindered hydrodynamically by the presence of
a wall. This can be performed simultaneously with in-
teraction force or potential energy measurements, and
gives an additional piece of information by defining an
absolute separation height that is consistent with phys-
ical expectations. This is accomplished individually for
each particle, making no assumptions regarding sample
heterogeneity. The non-destructive nature of the abso-
lute height estimate combined with the sequential mea-
surements enabled by the waveguide optical scattering
force and camera-based particle tracking make this tech-
nique well-suited for high-throughput population-level
measurements. This can potentially be combined with
other diffusion based measurements to eventually mea-
sure the size of individual nanoparticles simultaneous
to the measurements of interaction energy and absolute
height.

V. METHODS
Experimental setup and materials

Experiments were performed using the NanoTweezer
system and integrated waveguide and microchannel chips
(Optofluidics Inc., Philadelphia, PA). Light from the sys-
tem’s 1064 nm diode laser was coupled into silicon ni-
tride waveguides on-chip through optical fibers. The rel-
ative position of the fibers and the chip was adjusted to
maximize measured output power. Typically, 10-25% of
the input power was measured at the output photodi-

ode. Input powers between 100-210 mW were used to
maximize trapping without sticking beads to the waveg-
uides, depending on the salt concentration, with higher
input powers used for lower salt concentrations to com-
pensate for the reduction in screening of the electrostatic
repulsive forces. The NanoTweezer pump was turned
off during these experiments to reduce mechanical vibra-
tions. Particles were injected into the inlet tubing di-
rectly using a syringe. No bulk fluid flow was imposed
on the system during data acquisition. For these exper-
iments, NIST traceable polystyrene spheres were used
(Thermo Scientific, 3800-005). These particles were cer-
tified with a measured diameter of 799+9 nm diameter as
measured by Transmission Electron Microscopy (TEM).
Experiments were performed in several aqueous suspen-
sions. In all cases the beads were diluted to 0.0015%
solid fraction. Experiments were performed in either KCI
(Mallinckrodt Chemical, 6858-04) or Phosphate Buffered
Saline (Sigma, P5493) diluted in filtered, deionized water
at the concentrations stated previously.

Imaging, data acquisition, and processing

Images of the scattered light were recorded using a
CMOS Camera (Basler, AC2000-165umNIR). The opti-
cal axis of the waveguide was aligned with the horizontal
axis of the camera for maximum acquisition speed. Im-
ages were acquired over a region of interest spanning 16
pixels in the y-direction by 780 pixels in the x-direction
(along the waveguide, see coordinate system in Figure
1 (c¢)). Acquisition was performed over a USB 3.0 con-
nection with a dedicated card (StarTech, PEXUSB3S25).
This allowed for acquisition rates of 3,000 frames per sec-
ond for 8-bit monochromatic images. To minimize mo-
tion blur, an exposure time of 24 us was used, the short-
est exposure possible with this camera. Gain levels were
set to maximize the intensity signal without saturation,
which was typically achieved at around 12 dB, roughly
half the maximum possible with this camera, though this
parameter varied under different experimental conditions
to ensure the use of as much of the pixel range as possible
with no saturation. 80,000 frames were acquired in each
acquisition set, (26.67 seconds per set). Between data
sets there were typical delays of «~3-5 minutes during im-
age writing from the memory buffer to a solid state hard
drive. Typically, 1-5 particles were observed during each
acquisition. Particle trajectories were tracked from the
raw images using the MOSAIC plugin [32, 33] for Im-
ageJ. To account for artifacts in the tracking and imag-
ing and to ensure a large statistical sample of data, only
particle trajectories where the particle moved at least
5 pixels (corresponding to 1.375 wm) and containing at
least 15,000 frames were used in the analysis. Using the
centroid position from the track, the total intensity was
integrated from a 12 x 12 pixel box around this position
in each frame using MATLAB.

As the videos obtained have a pixel depth of 8 bits,
and the integration is performed over a 12 x 12 pixel
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FIG. 5. (color online) . Mode profile intensity correction.

a) Raw intensity data as a function of horizontal position in
pixels. The blue curve is a sinusoidal fit to the data. b)
Corrected intensity following subtraction of the sinusoid and
renormalization. For reference, the total range of motion of
this particle in the y-direction is 0.61 um.

box, there are 36,864 possible values of scattered light
intensity and therefore height that can be measured in
each frame. This means that using the raw intensity data
each height is sampled very few times in a typical particle
trace of 15,000-30,000 frames. To get around this, each
measured intensity value is divided by 100, rounded to
the nearest integer, and multiplied by 100, reducing the
number of possible height “bins.” This can be thought
of as a discretization of the data. Then, the dynamic
analysis is performed for each height that is sampled 500
or more times, ensuring a reliable estimate of the variance
in displacement.

Correction for the lateral and longitudinal intensity
variations

As the waveguide intensity profile is not completely
uniform, in addition to the exponential changes in the
scattered light intensity due to motion in the z-direction,
a small portion of the intensity change will be due to
the particle motion in the y-direction. This is not a
significant correction for small particles whose radius is
much smaller than that of the waveguide and in scenar-
ios where the confinement is tighter as in our previous
work [19], but for the loosely confined 400 nm radius
particles studied in this work, this could account for a
substantial portion of the intensity change. To correct
for this to a first approximation, we have developed an
approach based on subtracting the underlying mode pro-
file from the lateral distribution of the intensity. This
approach works as follows. The intensity data are plot-
ted as a function of y-position, as shown in Figure 5 (a).
As the figure shows, for positions near the center of the
waveguide there is little correlation between the observed
intensity and the lateral position in the region where the
mode profile is relatively flat. Towards the edges, there is
a stronger y-dependence, and the overall range of intensi-
ties sampled is lower because there is less light available
for scattering in this region. To a first approximation,
the mode profile can be modeled as a sinusoid. Fitting a
sinusoid to the data as in the blue curve in Figure 5 (a),
note that the correlation is weak because the intensity
depends much more strongly on the z-position than on
the y-position. When this fitted curve is subtracted from
the data, the result is an intensity distribution that is
uncorrelated from y-position, as in Figure 5 (b). This is
the data used for further analysis.

In principle, variations in the evanescent field intensity
along the direction of propagation (x-direction in Fig-
ure 1 (c)) can also play a role in these measurements.
However, for the single-mode silicon nitride structures
used here, the material scattering and absorption losses
in the experimental window are quite small (<0.1%, [34])
and the field can be considered uniform in this direc-
tion. While the presence of waveguide defects or stuck
particles may locally cause the evanescent field to be
non-uniform in the x-direction, in practice these regions
are excluded from the analysis as the tracking algorithm
loses the particle as it interacts with these defects. With
the waveguides used here, no significant defects with de-
tectable scattering were observed prior to the start of ex-
periments. Particle sticking occurred very infrequently
with the relatively low powers and moderate salt concen-
trations used in these experiments, and the variation in
intensity upstream and downstream of a stuck particle
was not found to be a significant source of error.

Appendix: Notes on Supplemental Movie

The movie (see Supplemental Material [35]) illustrates
a raw experimental data set played back in real time. All



light observed is scattered light collected through a mi-
croscope objective and imaged on a CMOS camera as ex-
plained above. The images are acquired at 3,000 frames
per second. The video is played back in real time; the
actual speed of the experiment is shown. The particles
are 799 nm diameter polystyrene NIST traceable beads
as described above. The experiment was performed in a
dilute solution of KCI with A\p = 50 nm. An exposure
time of 24 us was used for the camera.
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