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We carry out constant volume simulations of steady-state, shear driven, rheology in a simple
model of bidisperse, soft-core, frictionless disks in two dimensions, using a dissipation law that gives
rise to Bagnoldian rheology. We discuss in detail the critical scaling ansatz for the shear-driven
jamming transition, and carry out a detailed scaling analysis of our resulting data for pressure p
and shear stress o. Our analysis determines the critical exponent S that describes the algebraic
divergence of the Bagnold transport coefficients, lims_.o p/4?, /4% ~ (¢ — ¢) %, as the jamming
transition ¢ is approached from below. For the low strain rates considered in this work, we show
that it is still necessary to consider the leading correction-to-scaling term in order to achieve a
self-consistent analysis of our data, in which the critical parameters become independent of the size
of the window of data used in the analysis. We compare our resulting value 8 ~ 5.0 & 0.4 against
previous numerical results and competing theoretical models. Our results confirm that the shear
driven jamming transition in Bagnoldian systems is well described by a critical scaling theory, and
we relate this scaling theory to the phenomenological constituent laws for dilatancy and friction.

PACS numbers: 83.80.Fg, 64.60.Ej, 45.70.-n

I. INTRODUCTION

The behavior of athermal (T" = 0) granular particles
undergoing uniform shear flow has been much studied
in different contexts, including both hard dry granular
materials and soft materials such as foams, emulsions,
and non-Brownian suspensions [1]. For such shear driven
systems, the control parameters may be viewed as the
particle packing fraction ¢ and the shear strain rate +.
At sufficiently low strain rates ¥, at densities ¢ below
jamming, such systems are generally found to have either
a Newtonian rheology, with pressure p and shear stress
o proportional to ¥, or a Bagnoldian rheology [2], with
p,o o< 2. It has been argued recently [3] that it is the
particular mechanism of energy dissipation in the system
which determines which of these two rheologies a given
system will display.

For a system with Newtonian rheology we can define
the viscous transport coefficients, p/y = n,, 0/% = 1,.
For a system with Bagnoldian rheology we can define the
Bagnold transport coefficients, p/4% = B, 0/5* = B,.
These transport coeflicients characterize the global rhe-
ological response to shearing. In the limit of sufficiently
small 7 below jamming, these transport coefficients by
definition become independent of % [1, 3-5], and hence
depend only on the particle packing fraction ¢. We will
refer to this limit of sufficiently small ¥ as the “hard-core”
limit.

Upon increasing the packing fraction ¢ to a critical
value ¢y, such granular systems undergo a shear-driven
jamming transition [6-8] from a liquid to a rigid-but-
disordered solid state. In the hard-core limit, this tran-
sition is characterized by a divergence of the transport
coefficients p/4™ and o/4™ (n = 1 for Newtonian, n = 2

for Bagnoldian). For soft-core particles above the jam-
ming transition, these transport coefficients diverge as
4 — 0, reflecting the existence of a finite yield stress in
the solid state.

For frictionless particles, the jamming transition is
generally believed to be continuous. In the hard-core
limit, transport coefficients diverge as a power-law of the
distance from jamming, p/4",0/%" ~ (¢;5 — ¢)7P, as
¢ increases to ¢ from below. For soft-core particles a
critical scaling theory, in analogy with phase transitions
in equilibrium systems, has been used [7-13] to give a
unified description of the critical behavior of rheology as
a function of both ¢ and 7 in the neighborhood of the
jamming transition.

The goal of the present work is to numerically simu-
late a simple granular model that displays Bagnoldian
rheology (n = 2), and carry out a scaling analysis of the
resulting p and o to determine the critical exponent (3,
and related critical parameters. We emphasis that when
we refer to the critical exponent 3, we mean the exponent
that characterizes the true algebraic divergence asymp-
totically close to the athermal jamming critical point, i.e.
T=0,¢— ¢y, ¥ — 0. While this asymptotic region
may be small (and indeed the present work argues it is),
it is of fundamental interest because analogy with equi-
librium critical phenomena leads one to expect that this
asymptotic exponent (5 is universal, i.e. independent of
microscopic details [14, 15]. Determining the numerical
value of 8 then allows one to test competing theoretical
models which make specific predictions for behavior in
this asymptotic region about the critical point.

To determine the critical exponent 3, it will be neces-
sary to test that the data used in the analysis is indeed in
the asymptotic critical region. If one fits to numerical or



experimental data that lies outside this true asymptotic
critical region, one is liable to find only effective values
of the exponent that may vary depending on the range
of data considered (as will be shown in Figs. 6 and 7),
or may depend on other microscopic details. Thus, in
determining § from data fitting or scaling collapses, it
is essential to check the self consistency of the resulting
value of 8 (and other fitting parameters) by varying the
window of data used in the fit, shrinking it ever closer to
the critical point to see if parameter values are system-
atically changing or if they remain stable. Without such
a test, the value of S obtained from such an analysis is
likely to be unreliable, even though the fit may seem very
good (as will be illustrated in our Fig. 5). Very few of the
prior works in the literature carry out such a test. Here
we will show that, although we go to quite low shear
strain rates , comparable or smaller than other prior
works, we cannot get close enough to the critical point
so that a leading scaling analysis gives self-consistent re-
sults; rather it becomes necessary to include the next
leading correction-to-scaling term to arrive at consistent
numerical values of the critical parameters, as we have
earlier found for systems with Newtonian rheology [8].

Although we expect that 8 should be universal for
a given class of rheology, we do not expect 8 to be
the same for Newtonian systems (n = 1) as for Bag-
noldian systems (n = 2), and prior works [8-19] are
consistent with that. For systems with Newtonian rhe-
ology, numerical works using a simple scaling analysis
gave values of 8 = 1.65, 2.2 and 2.17 in two dimen-
sions [7, 16, 17], and 2.63 in three dimensions [17]. But
other works, either going closer to the critical point or in-
cluding corrections-to-scaling, found generally somewhat
larger values, 8 = 2.77, 2.58 and 2.5 in two dimensions
[8, 14, 15], and 2.55 in three dimensions [18]. Recent
theoretical work has predicted 5 ~ 2.83 [19]. The value
of the exponent 3, being a property of the hard-core
limit, has been shown to be independent of the details
of the elastic replusive interaction between particles [14],
and independent of the mechanism of energy dissipation
[15], provided the rheology remains Newtonian. Further
discussion of the numerical value of the exponent S for
Newtonian systems, and relation to earlier works, may

be found in Ref. [18].

For systems with Bagnoldian rheology (n = 2), the
value of the corresponding exponent [ remains in dispute.
Otsuki and Hayakawa developed [9, 10] a phenomenolog-
ical mean-field theory of the jamming transition which
predicted the value 8 = 4. Numerical simulations [9-13],
carried out by varying ¢ in a constant volume ensem-
ble, have reported values of 3 somewhat smaller than 4,
but seem perhaps to be approaching this prediction as
the window of data analyzed shrinks closer to the jam-
ming critical point. However, simulations by Peyneau
and Roux [20], using an ensemble at constant normal
pressure, found significantly different results, equivalent
to a value of 8 =~ 5. Recent theoretical work by DeGuili
et al. [19] has argued for a value 8 = 5.7.

In the present work, we carry out a careful scaling anal-
ysis of the critical behavior of the Bagnold coefficients B,
and B,, so as to try to resolve this discrepency. We use
the same model of massive frictionless disks as in ear-
lier studies [9-13], with a dissipation proportional to the
normal component of the velocity difference between par-
ticles in contact, such as is known to result in Bagnoldian
rheology. Our simulations are carried out varying ¢ and
¥, shearing the system at constant volume. When we in-
clude the leading correction-to-scaling term in our anal-
ysis, we find that our results are consistent with those of
Peyneau and Roux [20], and thus closer to the theoretical
prediction of DeGiuli et al. [19] than to that of Ostuki
and Hayakawa [9, 10].

The remainder of this paper is organized as follows. In
Sec. IT we present the details of our numerical model and
simulations. In Sec. III we review the scaling ansatz for
the shear-driven jamming transition, making connection
to the “constituent equations” formulation common in
the granular rheology community. We discuss the scaling
functions and corrections-to-scaling. In Sec. IV we review
previous theoretical and numerical results for the expo-
nent /3 for Bagnoldian rheology. In Sec. V we present our
new results and scaling analysis. In Sec. VI we present
our conclusions.

II. MODEL AND SIMULATION METHOD

We use a well studied model [21] of frictionless, bidis-
perse, soft-core circular disks in two dimensions, with
equal numbers of big and small particles with diameter
ratio dp/ds = 1.4. Particles interact only when they come
into contact, in which case they repel with an elastic po-
tential,

Vij(rij) = {

Here r;; = |r;;| where r;; = r; —r; is the center to center
displacement from particle j at position r; to particle 7 at
r;, and d;; = (d;+d,;)/2 is the average of their diameters.
In this work we will use the value a = 2, corresponding
to a harmonic repulsion. We will measure energy in units
such that k. = 1. The resulting elastic force on particle
1 from particle j is,

dVij(rij) _ ke ( m)a‘i
flel:_#:— 1—4 rij, (2)
J dr; di; dij !

Ske (1 —1ij/dig)® s iy < dy (1)
Tij 2 0.

)

where ¥;; = r;;/r;; is the inward pointing normal direc-
tion at the surface of particle ¢

Particles also experience a dissipative force when they
come into contact. We take this force to be proportional
to the projection of the velocity difference of the contact-
ing particles onto the direction normal to the surface at
the point of contact. The dissipative force on particle 4
from particle j is,

fidjiS = —kq[(vi — v;) - B85, 3)



where v; = dr;/dt is the velocity of particle i. We have
earlier [3] denoted this model of dissipation as CD,, for
“normal contact dissipation.” This dissipative force is
well known to result in Bagnoldian rheology [3, 5, 9-13].
Particle motion is governed by Newton’s equation,

d2ri el dis
Mmi g = Z [fij + 1 ] (4)

where m; is the mass of particle ¢ and the sum is over
all particles j in contact with particle ¢. In this work we
take particles to have a mass proportional to their area,
i.e. small particles have mass mg and big particles mass
my, with mb/ms = (db/ds)z.

The above model possesses two important time scales
[3], the elastic and dissipative relaxation times,

Te = /msd?/ke, Ta = ms/kq. (5)
The parameter
Q =174/Te = /mske/(kads)? (6)

measures the elasticity of collisions; a head-on collision of
two small particles will be totally inelastic (coefficient of
restitution e = 0) when @ < 1/2. In the present work we
will measure distance in units such that ds = 1, and time
in units such that 7. = 1 (hence, in these units, ms = 1).
Our simulations are in the strongly inelastic limit with
Q@ = 1, though the critical behavior sufficiently close to
¢ is expected [23, 24] to be independent of the value of
Q.
We simulate N = 262144 total particles in a box of
fixed area L2, using periodic Lees-Edwards boundary
conditions [22] to impose a uniform shear strain v(t) = 4t
with flow in the z-direction. The box length L is chosen
to set the particle packing fraction,

d,\*  (dy\?
3)+@)] o
Our system size is sufficient large that finite size effects
are negligible for the range of parameters we consider, as
we demonstrate explicitly in Appendix A.

To determine the global rheology of the system we
measure the pressure tensor of each configuration. We
consider only the part arising from the elastic contact
forces, since at the low strain rates  considered here the
elastic part dominates over the kinetic and dissipative
parts. The elastic contribution to the pressure tensor is
[21],

TN

0= 3z

pel = L—2 Zfzejl (9 rij. (8)

1<j

The average pressure and shear stress in the system are
then,

[(0Sh) + 5], 0= — (%), (9)

N =

p:

where here and elsewhere (...) represents an ensemble
average over configurations in the steady state.

We integrate the equations of motion (4) using a mod-
ified velocity-Verlet algorithm with a Heun-like prestep
to account for the velocity dependent acceleration. We
use an integration time step of At = 0.17.. We simu-
late over a range of strain rates from 4 = 10~* down to
2 x 1078, for a window of ¢ no greater than 1% above
and below ¢ ;. We shear to a total strain v that depends
on the strain rate: for 4 > 107° we use v ~ 10 — 30;
for ¥ = 1076 we use v ~ 2 — 10; for ¥ = 10~7 we use
v~ 0.5 —2; for ¥ =2 x 107% we use vy ~ 0.5 — 0.8, with
the runs being longer the closer ¢ is to ¢;. Simulations
at our largest % are started from an initial random config-
uration at each ¢; simulations at smaller + start from the
ending configuration of the simulation at the next larger
4, at the same value of ¢. In each case we exclude the
initial 20% of the run in order to reach steady state, and
then collect data for our averages from the remainder of
the run.

III. CRITICAL SCALING

In this section we describe the theory of critical scaling
that we will use to analyze our numerical data, discussing
the scaling functions, critical exponents, and corrections-
to-scaling. We will also discuss the relation between this
scaling theory and the empirical constituent equations
that are often used to describe the rheology of hard-
core particles. Although our numerical simulations in
the present work are for a system with Bagnoldian rheol-
ogy, we frame the discussion here more generally, to deal
with both Newtonian and Bagnoldian systems.

A. The scaling ansatz

The scaling ansatz [7, 8] for describing critical behavior
in the neighborhood of a continuous jamming transition
is motivated by analogy with the renormalization group
theory of equilibrium phase transitions. It posits that, as
one approaches close to the critical jamming point, there
is a diverging length scale ¢ and that (i) the behavior of
the system at different locations in the control parameter
space is, to leading order, the same at equal values of
&, and (ii) if one changes the control parameters so as
to change the length scale £ by a factor b, & = £/b, all
critical observables and control parameters will scale with
the distance from their values at the critical point as some
power of b; these powers define the critical exponents.
As a consequence, critical observables are homogenous
functions of the distance of the control parameters to the
critical point.

For our simulations the control parameters are the
packing fraction ¢ and the shear strain rate 4. The jam-
ming transition is at ¢ = ¢, ¥ = 0. Our scaling variables
are therefore 0¢p = ¢ — ¢ 5 and . Taking pressure as an



example of an observable that displays critical behavior
at the jamming transition, we can then write,

pbY/Y = F(3bYY b7 wib™ wab ™2, ).  (10)

In the above, the w; represent additional parameters that
might describe other microscopic aspects of the system,
for example a parameter controlling the dispersity of the
particles. We choose them such that at the critical point,
w; = 0. By assumption, the scaling function at the criti-
cal point is a constant.

The parameters d¢ and 4 are said to be relevant vari-
ables; it is necessary to tune them to specific values, i.e.
0¢ = 4 = 0, to see the singular critical behavior. The
scaling exponents of relevant variables, in this case 1/v
and z, are positive. The parameters w; are said to be
irrelevant; there is no need to tune them to any specific
values to see the singular behavior. The scaling expo-
nents of irrelevant variables, in this case the —w;, are
negative (and so the w; are by definition positive). The
leading irrelevant variable is the irrelevant variable whose
scaling exponent has the smallest absolute value. In our
discussion below we will consider only the leading irrele-
vant variable.

To see how Eq. (10) leads to critical scaling, we now
choose for the arbitrary scaling factor b the specific value

b= 4~1/%_ This gives,

p=WZ”f( 09 1,w"v°’/z>~ (11)

,yl/zu’

Note that as the control parameters are tuned to the
jamming transition, and so ¥ — 0, the dependence of p on
the variable w vanishes as a consequence of the exponent
w/z > 0 (which follows since w has a negative scaling
exponent, —w < 0). This is why w is called irrelevant,
and why it is not necessary to explicitly tune the system
to the value w = 0 in order to explore the singular critical
behavior.

Exactly at the jamming density, d¢ = 0, the above
gives as 4 — 0 the non-linear rheology,

p=77f(0,1,0), q=y/zv, at ¢ =d,. (12)

Above the jamming density, where d¢p > 0, we expect
that limsy_,op is just the finite yield stress py. For
Eq. (11) to be finite and independent of 4 in this limit
requires,

f(z,1,0) ~2¥ as z — +4oo, (13)

and gives,

po(@) = lim p(6.9) ~ 66", for 6> 6. (14)

Hence the exponent y determines how the yield stress
vanishes as ¢ decreases to ¢; from above.

Below the jamming density, where d¢ < 0, we expect
that lims_,o p ~ 7", where n = 1 for Newtonian rheology

4

and n = 2 for Bagnoldian. For Eq. (11) to agree with
this behavior then requires,

f(2,1,0) ~ |2|~E Y as 2 — —oo, (15)
and gives,

lim p/4™ ~ |(5¢|_’8, B=zvn—y, for ¢ <oy, (16)
4—0

where the exponent [ gives the divergence of the hard-
core transport coefficient as ¢ increases to ¢; from below.

Note that in Egs. (12) and (16) for the exponents ¢ and
B, the exponents v and z enter only in the combination
zv. Thus the non-linear rheology at ¢; (given by q),
the vanishing of the yield stress above ¢ (given by y),
and the divergence of the transport coefficient below ¢ ;
(given by ), are all determined by just two exponent
combinations, y and zv.

Since the exponents y and ¢ are determined by behav-
ior above and exactly at ¢;, where the softness of the
particles is an essential feature (strictly hard-core parti-
cles cannot be compressed above ¢, nor sheared at a
finite rate ¥ exactly at ¢), it is expected that y and ¢
will depend on details of the soft-core interaction poten-
tial [21], and hence the exponent « in Eq. (1). However,
since the exponent 3 is determined from behavior in the
hard-core limit below ¢;, we expect that 8 will not de-
pend on the interaction exponent «; we have explicitly
verified this in simulations of a Newtonian system [14].

Finally, we note that if one is sufficiently close to the
jamming point, so that w$“/# is small enough to be ig-
nored, then Eq. (11) predicts that data at different values
of ¢ and 4 will all collapse to a single curve if plotted as,

p o0
,'yy/zu ,yl/zu'

(17)

Such a collapse is the defining signature of the critical
scaling theory; a single scaling function f(x,1,0) unites
behavior above, below, and at the transition ¢;, as a
function of both control variables ¢ and 4. Testing for
such a collapse provides one way to numerically deter-
mine the exponent combinations ¢ = y/zv and 1/zv,
and hence y = qzv and 8 = zvn —y = (n — q)zv.

Another key assertion of the critical scaling theory is
that the exponents v, z and w have the same values,
independent of which observable is being measured. v
is known as the correlation length critical exponent, z
the dynamic critical exponent, and w the correction-to-
scaling critical exponent. The exponent y is specific to
the observable being measured. In this work we will be
concerned with the scaling of the pressure p and the shear
stress o. It is generally assumed that, since p and o are
both components of a unified tensor, their scaling ex-
ponents y are the same. This has been confirmed nu-
merically for the case of Newtonian rheology [8], and we
confirm in the present work that this is also the case for
Bagnoldian rheology.



B. Corrections-to-scaling

The scaling collapse of Eq. (17) will only hold if w+*/#
is small enough to be ignored; this will always be true suf-
ficiently close to the jamming transition. However, since
w is not directly tuned in the simulation (and indeed it
may not even be known what physical features of the sys-
tem are represented by the parameter w) it may be that
this term is not sufficient small over much of the range
of control parameters ¢ and § where simulations are fea-
sible. In this case one must take into account the finite
effects of the leading irrelevant variable, and these are
known as corrections-to-scaling [25, 26]. Corrections-to-
scaling have been found to be important in equilibrium
spin-glass problems [26], and we have previously shown
them to be important for Newtonian rheology near jam-
ming [8].

In this case one can expand Eq. (11) about w = 0 for
small but finite w to get,

o) 1)
p =4yl [ﬁ (71}5) L4l (W‘ﬁﬂ .8

The first term is the leading scaling term and gives the re-
sults discussed in the previous section. The second term
is the leading correction-to-scaling term, and w is the
correction-to-scaling exponent. Because of the prefactor
in front of the second scaling term fs, a simple data col-
lapse as in Eq. (17) will no longer hold, and one must
fit data to the above more complicated form in order to
determine the critical exponents.

The correction-to-scaling term effects the three limit-
ing critical behaviors of the previous section as follows.
Exactly at ¢, where d¢ = 0, Eq. (18) becomes,

p=4" A0+ LO]. a=y/er,  (19)

giving a correction to Eq. (12) for the asymptotic power-
law relation for the rheology as 7 increases at ¢ = ¢ .

For the limiting behaviors as 4 — 0 above and below
¢y, it is easiest to return to Eq. (10) and choose b =
|06, to get,

p=1600s (1, o ulso ). 20)

o
|0

Expanding in w then gives,

where + denote above and below ¢ respectively.

For ¢ > ¢, such that §¢ > 0, we expect p to approach
the finite yield stress po as ¥ — 0, hence we expect f14(0)
and fo (0) to be finite, and so,

Po(6) =06 |11 (0) + 06 o1 (0)] . (22)

giving a correction to Eq. (14) for the vanishing of the
yield stress as ¢ — ¢ from above.

For ¢ < ¢, such that d¢ < 0, we expect p ~ " as
4 — 0, hence we expect f1_(z) ~ fo_(x) ~a™ asx — 0,
and so,

/A" = 186177 [Cpr + 186|°" Cpa] |

with Cp,; and Cjy constants, giving a correction to
Eq. (16) for the divergence of the hard-core transport
coefficient as ¢ — ¢; from below. Note that in all
three cases, the correction term is governed by the same
correction-to-scaling exponent w, and that the relative
contribution of the correction term vanishes as ¢ is ap-
proached, i.e. as d¢ — 0.

We have earlier shown how corrections-to-scaling are
crucial for a consistent understanding of the behavior of
systems with Newtonian rheology [8]. Independent sim-
ulations by Kawasaki et al. [18] have recently confirmed
this. In the present work we will show that it is also
necessary to consider corrections-to-scaling for systems
with Bagnoldian rheology, for the parameter range that
is typically simulated.

A final note on the preceding scaling theory: In equi-
librium phenomena, another form of scaling corrections
may occur in the special case when the system dimen-
sion d is exactly equal to the upper critical dimension
dye. For d < d,., fluctuations are important and dimen-
sionality can effect the value of critical exponents. For
d > d,. fluctuations are unimportant, mean-field results
well describe the transition, and critical exponents be-
come independent of the dimension d. When d = dc,
logarithmic corrections are believed to modify the scal-
ing variables. As it has been suggested that d,. = 2
for the jamming transition, we discuss this possibility of
logarithmic corrections in our Appendix B.

B=zvn—y, (23)

C. The constituent equations

The above scaling approach has been framed in terms
of the packing fraction ¢ and strain rate +, which are the
control parameters of our, and many earlier, simulations
of soft-core particles. For the rheology of hard-core parti-
cles, however, studies are often done at constant pressure
rather than constant volume, and it has been common to
introduce as the control parameter the quantity,

Locy/pt/m. (24)

For Bagnoldian rheology with n = 2, I is referred to as
the inertial number [27]. For Newtonian rheology with
n =1, I is referred to as the viscous number [28]. Because
I is defined for the hard-core limit below the jamming
transition, where the pressure obeys the strict relation
p x 4", the transport coefficient p/4™ o 1/I™ is inde-
pendent of 4 and only varies with the packing fraction ¢.
Hence there is a unique mapping between I and ¢ and so
the behavior of the system depends only on the value of
I and not the specific values of p and ¥ separately. I =0
locates the jamming transition.



The rheology in this hard-core limit below jamming
is then characterized by two empirical constituent equa-
tions, which in the limit of small I can be written as
[27, 28],

¢ — (1) o< 1%, (25)
p(I) =y oc I, (26)

Here ¢([I) is the packing fraction at control parameter
I, and p(I) = o/p is the effective macroscopic friction
of the system, which in general is finite even though the
particles in our model are themselves frictionless; py is
the value of p at the jamming transition. The first of
the two constituent equations is often referred to as the
dilatancy law, while the second is the friction law.

We now show how these constituent equations may
be derived from the critical scaling theory, and how the
exponents a and b are related to the critical exponents v,
z, y and w. Eq. (25) follows directly from Eq. (23). We
have, to lowest order in the correction-to-scaling,

I= %igg)[(ﬁ"/p)l/”] = [36|°/"[Cp1 — 166|“" Cpa/n]. (27)

Inverting the above to write |d¢| in terms of I, we get to
lowest order,

|5¢| :¢J7¢:In/ﬁ C¢1 +C¢21wun/6 . (28)

Thus Eq. (25) represents the leading term above as I —
0, and

a=n/p. (29)

To get the second constituent equation we just note
that the shear stress scales similarly as the pressure in
Eq. (23), i.e. as 4 — 0,

/3" = 16677 [Cor + [0¢]°" Cor], (30)
so we can write for the hard-core limit ¥ — 0,

g o C(Tl + Oa'2|5¢|wu
P Cpi+ Cpaldp|or”

Because p and o both scale to leading order with the
same exponent y (and hence the same 8 = zvn —y), the
variation of p with ¢ is due entirely to the correction-
to-scaling terms, depending on the correction-to-scaling
exponent w. Expanding the above to lowest order in |§¢|
we get,

u (31)

1= 1y + Culog] ™ (32)

where pj = Cy1/Cp1 is the value when d¢ — 07, i.e. as
jamming is approached from below. Substituting in for
|0¢| from Eq. (28) then gives,

i gy = 107 (G + P (33)

Thus Eq. (26) represents the leading term above as I —
0, and,

b=wrn/f = wra. (34)

IV. SUMMARY OF PREVIOUS RESULTS

The critical exponents of the static jamming transi-
tion arising from compression or quenching have been
found to be independent of the dimensionality of the sys-
tem [21]. A similar result has been claimed numerically
[9, 10], and argued theoretically [19], for the shear driven
jamming transition. In this section we therefore review
prior results from both two and three dimensional sim-
ulations, although our own work reported here has been
in two dimensions.

Numerous simulations have been carried out by others
on the model of spherical particles interacting with the
elastic and dissipative forces described in Sec. II. Many
of these simulations are for particles which include tan-
gential frictional forces in their interactions. Here we
focus on those simulations which are for frictionless par-
ticles, such as we study in the present work. We first
consider those simulations carried out in an ensemble at
fixed volume, where ¢ and  are the simulation control
parameters. We then consider simulations carried out in
an ensemble at fixed pressure p.

A. Constant volume simulations

Simulations by Garcia-Rojo et al. [29] suggested that,
at low packing fractions, the shear viscosity o /7 diverged
as 1/(¢e — ¢), with ¢. < ¢;. However later work [9, 10]
argued that this conclusion was an artifact of not probing
closely enough to the jamming transition ¢;; it was later
shown that the true scaling region near ¢ ; shrinks in size
as particles become increasingly elastic [23].

Hatano [11] studied essentially the same bidisperse
model as described in Sec. II, simulating in three di-
mensions for the case of harmonic (o = 2) and Hertzian
(o = 5/2) interactions, with elasticity parameters @ = 10
and @ = 100, respectively. Using N = 1000 particles and
exploring a window of packing fraction [0¢|/¢; =~ 0.1
and strain rate range 10~* < 47, < 1, he collapsed his
data according to a common scaling curve (similar to our
Eq. (17), but using instead scaling variables p/|d¢|¥Y and
4/|10¢]*"), and claimed evidence for exponents y = 1.2,
B8 =2.6foroandy=1.2, 8= 3.0 for p, for the harmonic
interaction; and y = 1.8, § = 3.0 for both ¢ and p for
the Hertzian interaction.

Otsuki and Hayakawa [9, 10] developed a phenomeno-
logical mean-field like theory for the exponents describing
the rheology of Bagnoldian systems. Defining A = a —1
as the power law for the repulsive interaction force, they
have predicted the exponents y = A and 8 = 4, the lat-
ter being independent of A. For the harmonic interaction
with A = 1, our Egs. (12) and (16) would then lead to the
conclusion 1/zv =2/(B+vy) =2/5, and ¢ = y/2v = 2/5.

To numerically test these predictions, Otsuki and
Hayakawa [9, 10] then carried out numerical simula-
tions of the same model as used here, in the strongly
inelastic limit with Q = 1, considering several differ-



ent examples of the size dispersity of particles, in two,
three and four dimensions, for both harmonic (o = 2)
and Hertzian (o = 5/2) interactions. They used sys-
tems with more particles and much slower strain rates
than Hatano [11], with up to N = 4000 particles and
5x 1077 < 471, <5 x 107° in two dimensions. They ar-
gued that their results agreed with their theoretical pre-
dictions, however they demonstrated this only by data
collapses (using the same scaling variables as Hatano),
in which they used the assumed values of the critical
exponents and a predetermined estimate of ¢ ;. No inde-
pendent data fitting to determine the best fitted values
of the exponents and ¢; were performed. Since the best
fitted values of exponents can depend very sensitively on
the value taken for ¢, the scaling collapses of Refs. [9]
and [10] cannot be taken as conclusive.

The mean-field theory of Otsuki and Hayakawa [9, 10]
also involves as a key assumption that the relevant time
scale for the rheology at a packing fraction ¢ is set by the
frequency w* that marks the low frequency edge of the
plateau (“boson peak”) in the density states of elastic
vibrations of the statically jammed solid at ¢ [30]. This
frequency scales as w* ~ ¢>/2 [31]. However, Lerner et
al. [17] have shown that, for a sheared system with New-
tonian rheology, there is a unique isolated mode below
w* that is responsible for the diverging time scale of the
shearing rheology; thus it is reasonable to wonder if the
same might be true for Bagnoldian rheology, and hence
the relevant time scale may behave differently from that
assumed by Otsuki and Hayakawa [9, 10].

More recently, Hatano has repeated his earlier sim-
ulations [12] for the harmonic interaction in three di-
mensions, but now using N = 4000 particles and a
smaller window of packing fractions, [0¢|/¢; ~ 0.023,
and smaller range of strain rates, 1077 < A1, < 1072,
He then finds exponents y = 1.5, § = 3.5 for ¢ and
y = 1.5, § = 3.9 for p. Otsuki and Hayakawa have
similarly repeated their simulations [13] for a polydis-
perse system of N = 4000 particles with the harmonic
interaction in two dimensions. For a packing fraction
window of |6¢|/¢; ~ 0.024, and a strain rate range of
5x 1077 < AT < 5 x 107°, they now fit their data to
a scaling form with ¢; and exponents as free fitting pa-
rameters. They then find y = 1.09, g = 3.56 from ¢ and
y = 1.06, 8 = 3.59 from p.

Summarizing these previous simulations at constant
volume, it appears that the value for the transport coeffi-
cient exponent (3 is increasing as the data gets restricted
to a smaller window about the critical jamming point
(i.e. smaller 4 and smaller |d¢|/¢ ;). Moreover, this value
is perhaps approaching the Otsuki and Hayakawa mean-
field prediction [9, 10] of 8 = 4.

B. Constant normal pressure simulations

Simulations have also been carried out in an ensem-
ble at constant normal pressure p, rather than constant

volume. By “normal pressure” we mean the pressure on
surfaces for which the unit normal direction is orthogonal
to the direction of the shear flow. These simulations use
particle stiffnesses k. and strain rates 4 that are thought
to put the system in the hard-core limit where the inertial
number I of Eq. (24) is independent of 4 and p separately,
but depends only on the ratio I ~ %/,/p. To put I into
dimensionless form, we follow convention [27] and for a
Bagnoldian system use I = 4+/m/pd, with m and d the
mass and diameter of a typical particle. Measuring the
ensemble averaged packing fraction (¢) and macroscopic
friction p = (o) /p then determines the exponents a and
b via the constituent equations (25) and (26).

It is often argued [1, 27, 32] that the constituent equa-
tions (25) and (26) are linear in I at small I , i.e. a =
b = 1. In terms of the discussion of Sec. IIT C this would
imply a transport coefficient exponent 8 = 2/a = 2,
and wr = 1. However this claim is best supported by
results for particles with microscopic frictional interac-
tions, rather than the frictionless particles considered
here. That the constituent equations for frictional and
frictionless particles involve different exponents is nicely
illustrated in Ref. [33] for the macroscopic friction p.

Early simulations by da Cruz et al. [5] for a two dimen-
sional polydisperse system with harmonic elastic interac-
tion, considered both frictional and frictionless particles.
For systems with up to NV = 5000 particles and a range
of inertial number, 6 x 1074 < I < 0.3, they claimed
that the packing fraction ¢ remained a linear function of
I (hence a = 1) for both frictional and frictionless cases.
For frictional particles, p — py was found to be linear
in I, but for frictionless particles it was claimed to be
sublinear, though no exponent value for b was given.

Hatano [34] has carried out simulations in three di-
mensions with N = 10000 polydisperse frictionless par-
ticles using both the harmonic and Hertzian interactions
with elastic parameter @ = 1. Fitting to a range of in-
ertial number, 107° < I < 0.5, he finds the exponents
a =~ 0.56 £ 0.02 and b ~ 0.28 + 0.05, for both interac-
tions. By Eqgs. (29) and (34) these values translate into
the transport coefficient exponent 8 = 2/a ~ 3.57 £ 0.13
and wy = b/a ~ 0.5+ 0.1.

Similar simulations have been carried out by Peyneau
and Roux [20] with up to N = 4000 strongly inelas-
tic monodisperse particles in three dimensions using
the Hertzian interaction. Fitting to a range of iner-
tial number, 107® < I < 1072, they find exponents
a =~ 0.40 £0.02 and b~ 0.39 + 0.02, giving f ~ 5.0+ 0.3
and wr ~ 1.0 £0.1.

Most recently, DeGuili et al. [19] have proposed the-
oretical arguments that the exponents a and b for the
constituent equations are the same for Bagnoldian rheol-
ogy as for Newtonian rheology. If so, then since 8 = n/a,
we expect BBagnold = 2BNewton. Using scaling arguments
based on the distribution of contact forces at the static
jamming transition, as found numerically in two and
three dimensions [35, 36] and as computed exactly within
an infinite dimensional mean-field calculation [37, 38],



DeGuili et al. predict the value a ~ 0.35, thus giving for
Bagnold rheology 8 = 5.7. They also predict a = b, and
so wr = 1.

Because the works summarized in this subsection claim
to be in the hard-core limit, they cannot give any infor-
mation about the critical exponents y, 1/zv = 2/(8+y),
or ¢ = y/zv, which describe behavior at or above jam-
ming. However, if one assumes the value y = 1 for the
harmonic interaction (as done by Otsuki and Hayakawa
[9, 10], and as is believed to be the case for static,
compression-driven, jamming [21]), then one can obtain
values for 1/zv and ¢; using DeGuili et al.’s value of
B =~ 5.7, we would have 1/zv = ¢ ~ 0.3.

V. RESULTS

In this section we present our results for the pressure p
and shear stress o, as functions of the packing fraction ¢
and shear strain rate 7, using the model and simulation
methods described in Sec. II. Because we will be fitting
our data to scaling expressions such as Eq. (18), for which
we do not a priori know the detailed form of the scaling
functions, we wish to do our simulations in the region
of the parameter space where the scaling variable x =
5@5/’}1/“’ is small, so that we may use expansions of the
scaling function at small x to do the fitting. Thus as we
decrease 4, we restrict data to a decreasing window of ¢
about the jamming ¢ ;.

We have considered in this work strain rates in the in-
terval 2 x 1078 < 4 < 107*, going to lower rates than
previous simulations. In Fig. 1 we indicate the specific
parameter points (¢,*) at which we have done our sim-
ulations; the colors and symbol shapes shown in this fig-
ure may be used to identify data points in subsequent
plots. The vertical dashed line in Fig. 1 (and in subse-
quent Figs. 2 and 3) indicates the location of ¢;. The
curved dotted lines represent contours of constant scaling
variable |z| = |§¢|/4/*¥. We have used here the values
¢y = 0.84335 and 1/zv = 0.32, as determined by our
analysis below.

In Fig. 2 we plot our raw results for p and o vs ¢,
for different values of 4. Our data for p and o span
roughly six orders of magnitude. In Fig. 3 we replot this
data in terms of the Bagnold coefficients, B, = p/4?
and B, = o/4?. The data at ¢ < ¢ are seen to col-
lapse to a common curve as 7 decreases, confirming that
our system does indeed have Bagnoldian rheology; this
common curve as 7y — 0 represents the hard-core limit.
As ¢ increases to ¢, the strain rate 4* below which this
hard-core limit is attained is seen to decrease; the scaling
theory of the preceding section predicts ¥* ~ [§¢|?”.

For our units in which ms = ds = 1, we have for the
inertial number I = 1/\/B>p. Noting the range in Fig. 3a
over which we have data in the hard-core limit, we see
that our simulations allow us to probe a range of inertial
numbers 5x 107° < I < 6x 1073, with our smallest value
of I somewhat larger than that used by Peyneau and
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FIG. 1. (Color online) Control parameter phase space (¢,7).
Data points indicate the locations of control parameters used
in our simulations. Points with the same shape and color are
at a common value of 4. Curved dotted lines indicate contours
of constant scaling variable |z| = |¢|/4'/*" = 0.2,0.4. The
vertical dashed line indicates the location of the jamming ¢
at © = 0. We have used the values ¢; = 0.84335 and 1/zv =
0.32 to define =z.
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FIG. 2. (Color online) (a) Pressure p and (b) shear stress o
vs packing fraction ¢ at different values of the applied shear
strain rate 4. The strain rate § decreases as curves go from
top to bottom. The vertical dashed line indicates the location
of the jamming ¢;. Error bars are smaller than the size of
the data symbols, and are not shown.

Roux [20]. However an important virtue of the scaling
function approach is that it unifies the hard-core behav-
ior below ¢ ; with the soft-core behavior approaching and
above ¢;; it thus lets us use data outside the hard-core
limit in order to determine the exponent § that charac-
terizes the hard-core rheology.
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FIG. 3. (Color online) Bagnold coefficients for (a) pressure,
B, = p/4?, and (b) shear stress, B, = ¢/%* vs packing frac-
tion ¢ at different values of the applied shear strain rate .
The strain rate % increases as curves go from top to bottom.
The vertical dashed line indicates the location of the jamming
¢g. Error bars are smaller than the size of the data symbols,
and are not shown.

A. Without corrections-to-scaling

We will first attempt to fit our data to the scaling form
ignoring corrections-to-scaling, i.e. to Eq. (18), ignoring
the second scaling term f5 (or equivalently using Eq. (11)
taking w = 0). To carry out such a fitting we want to use
data that is “close enough” to the critical point, i.e. small
enough d¢ and *, so as to be the scaling region. However
we also need a parameterization of the unknown scal-
ing function f1(z). Because of the wide range of values
spanned by p and o, we choose an exponential parame-
terization, using,

5
fi(z) =exp <Z anx”> , (35)
n=0

and thus fit our data to p,o = 49f1([¢ — ¢s]/5"/*"),
with ¢, q, 1/2zv, and ag to as as free fitting parameters.
We use the Levenberg-Marquardt algorithm to do our
fitting.

Because our parameterization in Eq. (35) involves an
expansion in z to finite (i.e. fifth) order, it will be an
acceptable form for fitting only at sufficiently small x.
We have therefore concentrated our efforts on simulations
where z is suitably small, as indicated in Fig. 1. However,
it is important to realize that the scaling form of Eq. (18)
is valid at all values of z = §¢/4'/#, provided that ¢ and

4 are both sufficient close to the critical point. Thus, once
we have determined values for ¢, ¢ = y/2v, and 1/zv
from fits at small x, then plotting our data as in Eq. (17)
should give a good collapse even for data points with
larger values of x outside the fitting region, provided the
data points (¢, ) are all sufficiently close to the jamming
critical point (¢4, 0).

To determine the goodness of our fits, we measure
the chi squared per degree of freedom, x3 ;. Fits are
judged to be reasonably good when X3, ~ O(1). We
carry out fits to p and o separately, using only data with
0.838 < ¢ < 0.846, within 0.6% of ¢;. We have con-
firmed that restricting the data to a narrower window in
¢ does not change our results. Since we do find that our
results are quite sensitive to the range of 4 used in the fit,
we systematically restrict the data to 4 < Amax, using de-
creasing values of Yy,ax, in order to control how close our
data is to the critical point ¥ — 0. We also restrict the
data to values where || = |6¢|/4/*" < Zpax, in order to
test over how wide a range of = our parameterization of
the scaling function in Eq. (35) will be reasonable [39].
We then study how the results of our fits depend on the
cutoffs Ypax and xpax.

In Fig. 4 we show the resulting x3_; for our fits to p and
to o, vs the strain rate cutoff .y, for several different
values of x,.x. We see that the fits look reasonable, i.e.
X0 ~ 1, when 4 < 5x 1076, and |z| < 0.4. We therefore
use the values of ¢, ¢, and 1/zv obtained from the fits
USing max = 5x 107% and zn.x = 0.4, and in Fig. 5 show
the resulting data collapses for p and for o, according to
Eq. (17). Only our data satisfying 0.838 < ¢ < 0.846
and ¥ < 5 x 107 are plotted. Even though only data
with |z| = [6¢|/4"/* < 0.4 were used in generating the
fit, all the data for |z| < 1 appear to collapse reasonably
well to the same continuous curve. The fitted values of
@7, q, and 1/zv that were used to obtain these collapses,
as well as the exponent 8 = (2 — ¢)zv, are indicated in
the figures.
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FIG. 4. (Color online) Chi squared per degree of freedom,
X3o, of our fits of (a) pressure p, and (b) shear stress o to the
scaling form of Eq. (11) without corrections-to-scaling (i.e.
taking w = 0), as a function of the upper limit ¥max of data
used in the fit. We show results for several different values of
Zmax, Where only data with |z| = |5¢|/"71/Z” < Tmax are used
in the fit. Data is restricted to the range 0.838 < ¢ < 0.846.

Although the data collapses in Fig. 5 appear quite good
to the eyeball, and although the fits are quantitatively
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FIG. 5. (Color online) Scaling collapse of (a) pressure, and
(b) shear stress o, plotted as p/4? and o /5% vs = 6¢/5/*".
Data is restricted to the ranges 0.838 < ¢ < 0.846 and ¥ <
5 x 107%. Only data for |z| < 0.4, i.e. the data between
the two vertical dashed lines, was used in doing the fit to the
scaling function, however data at any value of z is shown in
the plot. The resulting fitted values of ¢, ¢, and 1/zv, as well
as the exponent 8 = (2 — q)zv, are as shown in the figures.

good with Xﬁof ~ 1, it is somewhat troubling that the
fitted exponents for p do not agree with those for o, as
we would have expected (and as we found earlier in a
model with Newtonian rheology [8]). In particular, from
p we find f = 4.35 £ 0.04, while from o we find 8 =
4.05+0.04; thus the two values of 8 are not equal within
the estimated statistical errors. That there is a problem
becomes more apparent if we look at the dependence of
the fitted parameters on the values of the fit cutoffs Yy ax
and Tnax. 10 have a stable self-consistent fit, we need
not only X(Qiof ~ 1, but also that the fitted parameters
remain constant, within the estimated statistical errors,
as the window of fitted data shrinks closer to the critical
point, i.e. as Ymax decreases.

In Fig. 6 we show the fit parameters ¢, ¢ and 1/zv
that result when we fit p and o separately to the scaling
form of Eq. (11) (with w = 0), restricting the data used
in the fit to 4 < Ymax and |z| = [66|/5"/%" < Tmax. We
plot the parameters vs Ymax for several different values of
Tmax- We see that there is little significant dependence
on the choice of x,.x, however there is a clear and sys-
tematic dependence on the value of Jax. In particular,
¢y systematically increases, and ¢ and 1/zv systemati-
cally decrease, as Ymax decreases; this remains true even
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for 4 < 5x 1076 where the Xﬁof has become roughly equal
to unity.

In Fig. 7 we similarly show the exponents for the
Bagnold transport coefficient and the yield stress, 8 =
(2 — q)zv and y = qzv, VS Ymax for different xp,.x. The
behavior of 8 that we see here is consistent with the be-
havior observed in previous simulations, as discussed in
Sec. IV A, in that 8 increases as Jax decreases, and we
find similar numerical values for 5 when considering the
larger values of 4y,ax that were used in these earlier works.
For all the parameters ¢, ¢, 1/zv, 8 and y, we see that
in general the values obtained from the fits to p appear to
be agreeing with those obtained from the fits to ¢ only
at the smallest values of dyax; at the larger Aax they
can be quite noticeably different.

Thus, while the fits are quantitatively good, and the
scaling collapses of Fig. 5 appear to be good, they do not
give self-consistent results in that the values of the fit
parameters are continuously changing as J.x decreases.
This leads us to conclude that our simple approach in
this section, ignoring the leading correction-to-scaling, is
not adequate for describing the critical behavior of the
rheology over the range of parameters we have simulated.

B. Including corrections-to-scaling

Since the approach of the previous section failed to
give consistent results, we now reanalyze our data by
including the leading correction-to-scaling according to
Eq. (18). Because of the 4/ prefactor of the scaling
function f(z) in Eq. (18), when the correction-to-scaling
term is no longer negligible there can be no nice scaling
collapse of the data when plotted according to Eq. (17).

We may still, however, get a graphical sense of the
effect of the correction-to-scaling by considering the fol-
lowing. In the limit of ¥ — 0 we expect the following
behaviors for the pressure p (and similarly for the shear
stress o): (i) below ¢, p vanishes as p oc 42, (ii) above
¢j, p — po the finite yield stress, and (iii) exactly at
¢, p x ¥4, If we now consider the quantity p/4?, we
expect: (i) below ¢z, p/79 vanishes as p/49 oc 4279, (ii)
above ¢, p/¥? diverges as p/4? o< 472, and (iii) exactly
at ¢y, p/4? is constant. If we now consider the behav-
ior at ¢ as ¥ increases, then p/4? will depart from the
limiting small 4 constant when the correction-to-scaling
term ~ 4“/# becomes non-negligible.

In Fig. 8 we plot p/4? and o /44, using the value ¢ =
0.38 as found by our subsequent analysis detailed below.
We see that ¢ ;7 ~ 0.84335 separates the curves that curve
upwards as ¥ decreases (these are above ¢;) from the
curves that curve downwards (these are below ¢ ;). The
dashed lines represent the constant values of p/4? and
/47 expected at ¢; for sufficiently small 4. If we look
at the curves closest to ¢ 5, i.e. at ¢ = 0.8433 and 0.8434,
we see that they are roughly flat for a wide range of 7,
and then curve upwards as 4 increases; this is the effect
of the 4“/# correction-to-scaling term. Comparing p to
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FIG. 6. (Color online) Fitted parameters ¢ s, g, and 1/zv, for
pressure p (left column), and shear stress o (right column),
vs the strain rate cutoff 4max that defines the range of data,
4 < Amax, used in the fit. We show results for different values
of the additional cutoff Tmax, where only data with |z| =
|5¢|/"71/Z” < ZTmax is used in the fit. Results are from fits to
the scaling form of Eq. (11) without corrections-to-scaing (i.e.
taking w = 0).

o in Fig. 8, we see that the correction-to-scaling term
is larger for the shear stress o than for the pressure p;
a similar conclusion was previously found for a related
model system with Newtonian rheology [8]. Our results
of Fig. 8 emphasize that the rheology p,o ~ 49 expected
exactly at ¢, only holds asymptotically at sufficiently
small 4, and does not persist to arbitrarily large values
of 7.

We now fit our data to the scaling form of Eq. (18) and
test whether the fit is good, i.e. X(Qiof ~ 1, and whether
the values of the fitted parameters remain consistent as
we vary the window of data used in the fit. To carry out
this data fitting we parameterize the two scaling func-
tions of Eq. (18) as

filz _exp<Zan ) fa( )—boexp<§: )

(36)
In contrast to the previous section, here we use an ex-
pansion of lower order in z in order to keep the total
number of fit parameters manageable. We thus might
expect, and indeed we do find, that our fitting will be
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FIG. 7. (Color online) Exponents f = (2 — ¢)zv and y =
qzv, obtained from the fit parameters of Fig. 6 for pressure

p (left column), and shear stress o (right column), vs the

strain rate cutoff Jmax. We show results for different values
of the additional cutoff Zmax, where only data with |z| =
|(5¢|/"y1/z” < Zmax is used in the fit. Results are from fits to
the scaling form of Eq. (11) without corrections-to-scaing (i.e.
taking w = 0).

more sensitive to the choice of xy.x than was found in
the previous section. Since the correction-to-scaling term
needs to be sizable if we are to determine it properly, here
we choose our smallest Ymax = 5 x 107¢, larger than the
value 5 x 10~7 used in the previous section. For f we
include the multiplicative factor by, rather than writing
it as exp(bp) as in f1, since we wish to allow for the pos-
sibility that the correction term could be negative; in
practice, however, we always find that by > 0.

In Fig. 9 we show the x3_; for such fits to p and o sep-
arately, as a function of 4.y for several different values
of Tmax. The fits seem reasonable, with x3 ; < 1.5, for
all Ymax < 5 x 1075 at the two smallest Tyay.

In Fig. 10 we show the resulting fit parameters ¢, ¢q
and 1/zv; we will consider the correction-to-scaling ex-
ponent w/z in the following section. In Fig. 11 we show
the exponents 8 = (2 — ¢)zv and y = gzv, as computed
from the exponent values shown in Fig. 10. We plot these
parameters vs Ymax for several different values of xyax-
Compared to the corresponding results of Figs. 6 and 7
without corrections-to-scaling, here we see (i) no strong
systematic dependency of the parameters on “max, (ii)
greater consistency comparing p and o over the entire
range of Ymax; in Fig. 6 parameters tend to agree only at
the smaller Aax, but not at the larger 4max, (iii) greater
sensitivity to the choice of xyax, particularly for o, and
(iv) larger statistical errors; this may be attributed to the
increase in the number of fitting parameters, and to the
loss of accuracy in the fitting functions at larger values
of x (because the expansion in powers of z is truncated
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scaling form of Eq. (18) including the correction-to-scaling, as
a function of the upper limit 4max of data used in the fit. We
show results for several different values of Zmax, where only
data with |z| = [¢|/4"/* < Zmax is used in the fit.

at lower order; compare Eqgs. (35) and (36)).

We thus find that the fit of our data to the scaling
form of Eq. (18), including the corrections-to-scaling,
gives a reasonable fit with consistent values for the fit-
ting parameters; however the accuracy of these parame-
ters suffers from the effects described in (iv) above. We
conclude: ¢; ~ 0.84335 £ 0.00010, ¢ ~ 0.38 £ 0.05,
1/2v ~ 0.32 £ 0.02, 8 ~ 5.0+ 0.4 and y ~ 1.15 £ 0.05.
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We note that these values are consistent (within the es-
timated errors) with the results found from our fits ig-
noring the correction-to-scaling, shown in Figs. 6 and 7,
provided we consider in those figures only the smallest
value of 4pmax. This thus suggests that the correction-to-
scaling term is becoming negligible at the smallest strain
rates 4 that we simulate. In Table I we compare the
values of the exponents found in the present work for
Bagnoldian rheology, with the corresponding exponents
found in Ref. [8] for Newtonian rheology. We see that
the values of ¢; and the exponent y agree within the es-
timated errors, and that the value of y is slightly bigger
than unity; however the exponents ¢ and 1/zv appear to
be different for the two different rheologies.

We note that the value of ¢ found here for Bagnold
rheology is in rough agreement with the value ¢ = 2/5
obtained from Otsuki and Hayakawa’s phenomenological
mean-field theory [9, 10]. However our value of 1/zv =
0.32 is noticeably different from their value of 2/5. Thus
our result for f = 2zv — y = 5 is clearly larger than the
value of 4 predicted by Otsuki and Hayakawa [9, 10], but
is in agreement (within the estimated errors) with the
numerical result of Peyneau and Roux [20]. Comparing
our fBagnold With our previously determined Syewton [8],
we find that the prediction of DeGiuli et al. [19] that
BBagnold = 2BNewton is obeyed within the outer range of
our error estimates, however our Bpagnold = 5.0 0.4 is
somewhat smaller than the value 5.7 that one gets from
their calculation of the dilatancy exponent a = 0.35.

C. Macroscopic friction

In this section we discuss our results for the correction-
to-scaling exponent, which is closely related to the macro-
scopic friction, u = o/p. From Eq. (29) we have that the
exponent a of the dilatancy law Eq. (25)isa = 2/ = 0.4.
From Eq. (34) we then have that the exponent b of the
friction law Eq. (26) is related to the exponent a by,
b/a = wv, where w is the correction-to-scaling exponent
of Eq. (18). The exponent combination wv also gives the
variation of the macroscopic friction p with packing frac-
tion ¢, as given in Eq. (32). We thus wish to determine
wv.
Our fits to Eq. (18) determine the exponents w/z
and 1/zv, from which we can then compute wry =
(w/2)/(1/zv). In Fig. 12 we plot the values of w/z ob-
tained from our fits to p and to o, and the resulting
values of wv, vs the strain rate cutoff 4.y for several
different values of za.x. We see that it is difficult to get
accurate values of wr. However our results are not incon-
sistent with the value wy = 1 claimed by DeGiuli et al.
[19], which was also found in the numerical simulations
of Peyneau and Roux [20]. It is also consistent with the
values wr ~ 1 that we previously found [8, 40] in a model
with Newtonian rheology.

Our discussion of y in Sec. IIT1 C dealt specifically with
the limit of hard-core particles below ¢;. We can, how-
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TABLE I. Critical parameters for Bagnoldian rheology as found in the present work, compared to the corresponding parameters
for Newtonian rheology as found in Ref. [8], for frictionless particles with a harmonic elastic repulsion. Here n = 2 for Bagnoldian

and n = 1 for Newtonian.

model b q 1/zv B=(n—q)zv| y=qzv w/z wv
Bagnoldian 0.84335 £+ 0.00010]0.38 £ 0.05|0.32 £ 0.02 5.0+£04 1.15+0.05(0.35 +0.07| 1.14+0.3
Newtonian [8]| 0.8435 £ 0.0002 |0.28 +0.02]0.26 +0.02| 2.8+0.3 |1.08 +0.03[0.29 4 0.03|1.10 £ 0.06
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FIG. 10. (Color online) Fitted parameters ¢s, ¢, and 1/zv,
for pressure p (left column), and shear stress o (right column),
vs the strain rate cutoff 4max that defines the range of data,
4 < Amax, used in the fit. We show results for different values
of the additional cutoff Tmax, where only data with |z| =
[6¢)| /4" < @max is used in the fit. Results are from fits to
the scaling form of Eq. (18) including corrections-to-scaling.

ever, consider the more general case of u for soft-core
particles at finite 4 and above ¢;. In Fig. 13 we show
our results for p vs ¢, for different values of 4. We see
that as 4 — 0, p is everywhere approaching a finite ¢-
dependent constant. That p is finite at ¢; as ¥ — 0
confirms, via Eq. (18), that the scaling exponent y (and
hence ¢ and f) is the same for both p and 0. A very
similar looking plot of u vs ¢ for models with Newtonian
rheology was found in Ref. [15].

We can understand some of the features of our data
in Fig. 13 by considering the scaling form that p should
obey. Since the exponents ¢ = y/zv are the same for p

and o, we have from Eq. (18),

Exactly at ¢, where d¢ = 0, the above becomes,
p(05,%) = ha(0) + ha(0)3/7. (38)

Thus plotting p at ¢; vs the strain rate + should allow
one to determine the correction-to-scaling exponent w/z.

In Fig. 14 we plot p vs ¥ at ¢ = 0.8434 = ¢ ;. Fitting
to Eq. (38) we find the value w/z = 0.41£0.01, consistent
within the estimated errors with the results in Fig. 12.
We do not try any more elaborate fits to u(¢, ) since
the quality of our data at the lowest 7 is rather poor; the
difference in values p(¥) — (%), for neighboring values of
4 and 4/, is less than the estimated errors on the values
of p(¥) and p(¥').

To investigate the behavior of p in the limit of vanish-
ingly small strain rates, ¥ — 0, we can write an alterna-
tive scaling form for p by using Eq. (21). Again noting
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FIG. 13. (Color online) Macroscopic friction u = o/p vs
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at ¢s. The strain rate 4 decreases as curves go from top to
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that the critical exponents y for p and o are equal, we
get,

g 7 '7 wry 'Y
= o () 00 hos (e ) 09

where =+ indicate the scaling functions above and below
¢ respectively. Thus as 4 — 0, we expect the limiting
behavior,

w=

p=h11(0) + |66 ho(0). (40)

Taking the limit of Eq. (40) as ¢ — ¢, from below we
therefore get pu(¢7; ) = h1—(0), while taking the limit ¢ —
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FIG. 14. Macroscopic friction u = o/p vs shear strain rate
at ¢ = 0.8434 = ¢;. A fit to Eq. (38) determines the exponent
w/z = 0.41 £+ 0.01.

¢ from above we get pu(¢F) = h14(0). Since there is no
reason why we should have h;_(0) = hi4(0), Eq. (40)
implies that as ¥ — 0, p takes a discontinuous jump
Ap = h14(0) — h1_(0) at ¢;. Looking at our data in
Fig. 13, however, we cannot detect any suggestion of such
a discontinuity in p at ¢ s; the expected discontinuity may
be too small, or may not become sharp enough until even
smaller ¥ is reached.

We do, however, see what appears to be a discontinu-
ous slope in p at ¢ 7, as ¥ — 0. This is also a consequence
of Eq. (40). If we assume that wv = 1, then as ¢ — ¢
from below we have du/d¢ = —hy_(0), while for ¢ — ¢
from above we have du/d¢ = +iL2+(0), giving a discon-
tinuity in the slope A(du/d¢) = hoy(0) + ha_(0). The
physical reason for this discontinuous slope is straight-
forward: as ¥ — 0 below ¢, p is the ratio of Bagnold
coefficients, y = B,/B,, as p and ¢ each individually go
to zero; above ¢y, p is the ratio of the shear and pres-
sure components of the yield stress, u = og/pg. There
is no reason that the ¢ dependence of B, /B, should be
smoothly related to the ¢ dependence of oo /pp, and this
is formalized in the scaling of Eq. (40).

D. Hard-core limit

Our scaling analysis in the previous sections required
us to consider corrections-to-scaling in order to arrive at
consistent results. It is therefore puzzling how Peyneau
and Roux [20] managed to get from the constituent equa-
tions (25) and (26) the same exponents as we find here,
without having to consider corrections-to-scaling. Al-
though they simulate with soft-core particles as we do,
they claim that their particles are sufficiently stiff (and 4
sufficiently small) that their results were all obtained in
the hard-core limit where the inertial number I ~ ¥/,/p
is independent of the specific values of p and %, and
only depends on the packing fraction ¢, as discussed in
Sec. IIIC.

From Eq. (18) we see that p (and similarly ¢ and so )
depends on the scaling variable x = §¢/4'/?". Since the



hard-core limit is characterized by sufficiently small +,
where |z| is therefore large, the crossover from the hard-
core to the soft-core region is set by the scaling function
to be at some particular value z*; |z| > z* is the hard-
core region while |z| < z* is the soft-core region. Equiva-
lently, if 4*(¢) = |0¢/x*|*¥, then ¥ < v* is the hard-core
region. Since the data we have used in our fits all sat-
isfy || < Zmax, for some suitably small ©;,,x, our scaling
analysis above has used data that are all explicitly in the
soft-core region. It is therefore of interest to instead con-
sider our data that are in the hard-core region, and see
what exponents are obtained from an analysis of those
results.

From Fig. 3a for B, = p/3?, we see that we have data
that are in the hard-core limit, with B, independent of
the strain rate 4 at sufficiently small ¥, for packing frac-
tions up to the value ¢ = 0.8425. Thus we are able to
get hard-core results to within 0.1% of ¢; =~ 0.84335. In
Fig. 15a we plot the inertial number I = 5/,/p vs ¢ for
our data points that are in the hard-core limit. We see
that we get down to a smallest value of I, ~ 5 x 107°.
In comparison, Peyneau and Roux [20] consider two dif-
ferent numerical systems, with different particle stiff-
nesses, one of which extends down to Imin = 107° and
the other to I, = 3.2 x 107°. Fitting to values of
Tmin < I <1072, they find for their two cases with dif-
ferent I, the dilatancy exponents a = 0.42 + 0.02 and
a = 0.39 £ 0.01 respectively.

Inverting the constituent equation (25) to write I o
(67 — $)V/*, we fit our hard-core data in Fig. 15 to this
form, with ¢, a, and the proportionality constant as free
fitting parameters. We use the same range I, < I <
1072 as Peyneau and Roux [20]. We find ¢; = 0.84314,
slightly smaller than the value 0.84335 obtained from our
earlier analysis of data in the soft-core region. We find
a dilatancy exponent a = 0.526 4+ 0.006, larger than the
value a =~ 0.4 found by Peyneau and Roux, and giving a
value of § = 2/a =~ 3.8 that is significantly smaller than
the 8 = 5.0 £+ 0.4 found from our earlier analysis, but is
roughly equal to the value found in Fig. 7 provided we
included a broad range of strain rates with Jmayx ~ 1074
We thus conclude that, even in the hard-core region, our
data do not get sufficiently close to the critical point that
we can avoid the need for corrections-to-scaling.

We thus remain with the unanswered question as to
why Peyneau and Roux [20] found seemingly correct re-
sults without considering corrections-to-scaling. It is pos-
sible that this agreement is just fortuitous. Although
they claim that their results are in the hard-core limit,
when they compare data for two different particle stiff-
nesses, their results for ¢ vs I show a very small but no-
ticeable and systematic difference at the smallest values
of I (see their Fig. 7), thus suggesting that the soft-core is
influencing their results at the points closest to jamming
(I — 0). They also have a small, but measurable, finite
size effect in their data (see their Figs. 6 and 8). How-
ever their simulations differ from ours in several other
ways. They simulate at constant normal pressure, rather
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FIG. 15. Inertial number I = 4/,/p vs packing fraction ¢, for
our data that are in the hard-core limit, ¢ < ¢; and ¥ — 0.

than constant volume. It is claimed that fluctuation and
finite-size effects are reduced in the constant pressure en-
semble. However, even if so, our data is certainly accu-
rate enough, and our system size (IV = 262144, compared
to Peyneau and Roux’s 4000) is certainly large enough,
that this cannot be the source of the difference. Peyneau
and Roux [20] simulate in three dimensions, while we
are in two dimensions. They use a monodisperse system,
while we use a bidisperse system. It thus may be that
the magnitude of the corrections-to-scaling are affected
by the dimensionality or dispersity of the system.

Finally, we consider the macroscopic friction p for our
data in the hard-core region. Since our control parameter
is ¢ rather than p, in Fig. 16 we plot u vs ¢ (rather
than I), for the same hard-core data points as in Fig. 15.
Fitting our data to Eq. (32), we find ¢; =~ 0.84308 and
the exponent wr ~ 0.96 £ 0.19. Thus, as in the analysis
of Fig. 15, the value of ¢; found here is somewhat smaller
than found in our earlier analysis, but the value of wv is
in good agreement.
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FIG. 16. Macroscopic friction 4 = o/p vs packing fraction
¢, for our data that are in the hard-core limit, ¢ < ¢; and
¥ — 0.

VI. CONCLUSIONS

To conclude, we have carried out constant volume sim-
ulations of a well studied model of frictionless disks in two



dimensions which displays Bagnoldian rheology. Simulat-
ing at shear strain rates  slower than studied previously,
we analyze our results for pressure p and shear stress o
according to a critical scaling ansatz. We show that, for
the range of parameters considered here, a simple scaling
analysis fails to give consistent results as we vary the win-
dow of data about the jamming transition that is used to
fit to the scaling expression; parameter values are found
to systematically vary with the width of the window of
data used. Our results highlight that, in carrying out a
scaling analysis of critical parameters, it is not sufficient
to do a fit to the data and find a good looking scaling col-
lapse, as in our Fig. 5; rather it is essential to check the
stability of the fitted critical parameters to a narrowing
of the window of data about the critical point, as shown
in our Figs. 6 and 7.

We show, however, that consistent results are found
once we include corrections-to-scaling in the analysis.
The exponent 3 that describes the divergence of the hard-
core Bagnold coeflicients B;, and B, is found to be notice-
ably larger than the value 8 = 4 predicted by the theory
of Otsuki and Hayakawa [9, 10]. Our value § ~ 5.0+0.4 is
consistent with earlier numerical simulations by Peyneau
and Roux [20] who found 8 ~ 5.0 + 0.3, and is closer to
the value B ~ 5.7 theoretically predicted by the recent
work of DeGiuli et al. [19]. Our results therefore cast
significant doubt on the mean-field calculations of Ot-
suki and Hayakawa [9, 10] while lending support to the
theoretical arguments of DeGiuli et al. [19].

We have considered the macroscopic friction p, and
shown how the dependence of u on ¢ is directly related to
corrections-to-scaling. While we have found it difficult to
determine an accurate value of the relevant correction-to-
scaling exponent wv, our results are consistent with the
value wr = 1, in agreement with the claims of DeGiuli
et al. [19] and consistent with the numerical results of
Peyneau and Roux [20].

Our detailed comparisons with the earlier simulations
of Peyneau and Roux [20] suggest that the magnitude
of the corrections-to-scaling may be affected by the di-
mensionality of the system, or the size dispersity of the
particles. This remains for further investigation.

ACKNOWLEDGEMENTS

This work has been supported by NSF Grant No.
DMR-1205800, Swedish Research Council Grant No.
2010-3725, and the Dutch Organization for Scientific
Research (NWO). Simulations were performed on re-
sources provided by the Swedish National Infrastructure
for Computing (SNIC) at PDC and HPC2N. We wish to
thank M. Wyart for helpful discussions.

16
APPENDIX A

In this appendix we demonstrate that our system with
N = 262144 total particles is big enough so that there are
no finite size effects in our data, and we comment on the
applicability of a finite-size-scaling approach to analyze
our system. For a continuous phase transition there is
usually a correlation length & that diverges as the critical
point is approached. When £ becomes comparable to,
or bigger than, the system length L, finite size effects
become manifest. If we wish to do critical scaling in
the infinite system size limit, such as we have done in
this work, we therefore need to make certain that our
system size is sufficiently large that L > £ for all the
parameters (¢,7) where we carry out our simulations.
While in the present model it is not straightforward to
measure ¢ directly, we can nevertheless check that we
are in the appropriate limit by comparing results from
simulations of different system sizes L.

Since ¢ should diverge at ¢ = ¢; as 4 — 0, for the
parameters we simulate, the correlation length £ will be
largest at our smallest ¥ at the ¢ which is closest to ¢ ;.
It thus suffices to look at the behavior of our system, as
a function of 4 and particle number N, close to ¢ ;. In
Fig. 17 we therefore plot the pressure p and shear stress
o vs shear strain rate 7, for several different system sizes
as measured by the number of particles N. Our results
are for the packing fraction ¢ = 0.8433, which our scaling
analysis indicates is just very slightly below the jamming
b.

For small N we see that p and ¢ plateau to constant
values as 4 decreases; this plateau is a consequence of £
becoming comparable to the system length L ~ N1/4,
in d dimensions. The value of 4* at which the plateau
sets in, and the values p* and ¢* on the plateau, decrease
as N increases, since as N increases we are able to get
closer to the critical point before the condition L ~ &
sets in. For the largest system sizes however, we see
no such plateau, indicating L > £ even at the smallest
4. Comparing the two largest systems sizes N = 65536
and 262144, we see no dependence of our data on N,
within the estimated statistical error. This confirms that
our system with N = 262144 particles is safely in the
infinite size limit for the parameters where we simulate,
and that any finite size effects are completely negligible,
thus justifying our use of the scaling of Sec. V. This is
the main point of this appendix.

We may note that it is sometimes possible to determine
critical exponents, characteristic of the infinite size limit,
by exploiting the dependence of quantities on system size.
This method, known as finite-size-scaling, is based on
viewing the inverse of the system length L~! as a new
control parameter that vanishes at the critical point, and
generalizing the scaling of Eq. (10) to the form,

pbYY = F(8b Y Ab* wi bW wabTw2, ... LT D). (41)

Choosing b = L, and keeping only the leading irrelevant
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FIG. 17. (Color online) (a) Pressure p and (b) shear stress
o vs shear strain rate + for systems with different number of
particles N, at the packing fraction ¢ = 0.8433, which is just
slightly below the jamming ¢.

scaling variable, then gives,
pLY"Y = f(0oLMY L7 wL ™% 1). (42)

The scaling equation above is more complicated than
what we have considered previously, i.e. Eq. (11). Even if
we regard the leading irrelevant scaling variable as small
and negligible, w =~ 0, the right hand side of Eq. (42)
still involves two independent scaling variables, d¢L/¥
and yL*. Since we do not a priori know either of the
scaling exponents 1/v or z, nor the value of ¢, proceed-
ing with Eq. (42) would require us to explore a three di-
mensional parameter space (¢,%, L) rather than the two
dimensional parameter space (¢, ) considered in Sec. V.
To simplify, we need to eliminate one of the control pa-
rameters ¢ or 7y, so as to reduce the problem to a single
scaling variable.

If we can do quasistatic shearing simulations [40], with
4 — 0, one can then write (assuming w = 0),

pLV” = f(56L¥,0,0,1). (43)

Plotting pLY/* vs (¢ — ¢7)¢LY¥, and requiring the data
to collapse to a common curve for different L, then deter-
mines the exponents y/v and 1/v, as well as ¢ ;. However
our simulations in the present work are all at finite , so
this approach is not possible for us.

If we knew the exact location of the jamming point ¢,
we could then simulate at ¢ = ¢, and write (assuming
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w = 0) [41],
pLYY = £(0,4L7,0,1). (44)

Requiring p to become independent of L as L — oo then
requires that f(0,,0,1) ~ 2¥/*" as  — oo, thus giving
in the infinite size limit the critical rheology at ¢ 5, p ~ 44
with ¢ = y/zv in agreement with Eq. (12). In the op-
posite limit of £ — 0, assuming f(0,2,0,1) — constant
gives, limy_op = p* ~ L~Y/¥, and the crossover to this
low strain rate limit occurs at ¥* ~ L~%. Both p* and ~*
thus scale to zero as L increases, in qualitative agreement
with what we see in Fig. 17. Plotting pL¥/” vs 4L?, and
requiring the data to collapse to a common curve for dif-
ferent L, then determines the exponents y/v and z. But
even if we could do this, it does not allow us to determine
the critical exponent [ of the transport coefficient, that
is the focus of the present work. From Eq. (16) we have
for Bagnold rheology (n = 2), 8 =2zv—y = v(2z—y/v).
The finite-size-scaling method of Eq. (44) determines z
and y/v, but does not determine v, thus preventing us
from determining 5. Of course our ability to even at-
tempt the above analysis depends on our knowing the
exact value of ¢j, which we know only approximately,
and only because we have already done the infinite size
scaling analysis of Sec. V.

Finally, we note that since our scaling analysis (Sec. V)
in the infinite system size limit indicated that corrections-
to-scaling from the leading irrelevant variable are impor-
tant for the strain rates 4 studied here, one should expect
such corrections to be important in systems of finite size
as well. If so, our simple Eq. (44) is not sufficient to de-
scribe our finite size data, but rather we should expand
Eq. (42) for small w, and then set §¢ = 0, to obtain,

pLYY = f1(4L7) + L™ fo(YL?). (45)

Indeed, we have found such corrections-to-scaling to be
important in a finite-size-scaling analysis of a related
model with Newtonian rheology, both for scaling with
d¢ in the quasistatic limit ¥ — 0 [40], and for scaling
with 4 at ¢ = ¢ [42].

To summarize, a finite-size-scaling analysis for our
model is problematic for many reasons: (i) To determine
all desired critical exponents we would need to deal with
the scaling Eq. (42) which involves two independent scal-
ing variables and a three dimensional parameter space
(4,4, L), for which there is no simple way forward; (ii) we
cannot simplify to the single variable scaling with d¢, as
in Eq. (43), as we are not in the quasistatic limit; (iii) we
cannot simplify to the single variable scaling with <, as in
Eq. (44), as we do not a priori know the exact value of ¢ s;
(iv) even if we could attempt scaling as in Eq. (44), our
analysis would be complicated by corrections-to-scaling;
(v) and finally, even if we could successfully carry out a
finite-size-scaling analysis based on Eq. (45), that analy-
sis would still not be sufficient to allow us to determine
the value of the transport coefficient exponent 3. We



therefore have chosen not to pursue a detailed finite-size-
scaling analysis for the present model, but rather to focus
our scaling analysis on behavior in the infinite size limit.

APPENDIX B

The observation that critical exponents for the static,
compression-driven, jamming transition appear to be the
same in two as in three dimensions [21] has lead to the
speculation that d = 2 may be at or above the upper
critical dimension d,. for the jamming transition. An
analysis by Wyart et al. [43], considering the spatial
fluctuations of the contact number, argued that d,. = 2.
Further evidence that d,. < 2 was claimed from a finite-
size scaling analysis of contact number vs pressure in nu-
merical simulations by Goodrich et al. [44]. Exactly at
dyc, scaling variables acquire multiplicative logarithmic
corrections [45]. Evidence for such logarithmic correc-
tions was claimed in finite-size-scaling analyses of con-
tact number vs pressure [46] and shear strain vs pressure
[47], in mechanically stable packings of two dimensional
frictionless disks compressed above the static jamming
transition.

Although the discussions and evidence that d,. = 2
for the jamming transition has pertained only to the be-
havior of soft-core disks isotropically (on average) com-
pressed above the static jamming transition, one can
wonder if d,. = 2 may hold as well for the dynamic
shear-driven jamming transition considered in this work.
In such a case, the logarithmic corrections change the
scaling of Eq. (10) to the form [48],

pb¥/" | In b = f(5¢bY¥|Inb|°,4b*|Inb|*7),  (46)

where the leading algebraic exponents y/v, 1/v and z
take their mean-field values, and the new logarithmic ex-
ponents are ¢, ¢4 and c; we have ignored for simplicity
the irrelevant variables w;. One may now choose the
length rescaling factor b so that 4b*|Inb|*r = 1. To lead-
ing order as 4 — 0, this results in [49],

o). an

— 2y/zv In Alc 3
p=%"""|In4| f(ﬁl/wumcz

which is the analog of Eq. (11). Exactly at jamming,
d0¢ = 0, and the rheology at criticality becomes,

at ¢ = ¢J7 (48)

with ¢ = y/zv as before. Alternatively, one can choose
b so that |66[b'/¥|Inb|° = 1, in which case to leading
order as d¢p — 0 one gets below jamming,

p~ 3 Iny,

p = |66[Y| In]56]|" 3 (”) L 49)
166[7| In |8¢]|

Since below jamming we expect p ~ 42, we then have
for the scaling of the Bagnold coefficient in the hard-core
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4 = 0 limit,
p/7* ~ |6¢| 77| In|6¢|

with 8 = 2zv — y as before.

We would now like to test our numerical results for
evidence of such logarithmic corrections to scaling. In
particular we wish to see if such logarithmic corrections
could give a self-consistent explanation for our results in
Sec. V, without having to introduce the correction-to-
scaling term from the leading irrelevant variable, as done
in Sec. VB.

However, there are many difficulties with attempting
to fit to either Eqgs. (47), (48) or (50). We cannot use
Eq. (48) directly, since we do not a priori know the value
of ¢;; using an incorrect value of ¢ slightly off from ¢
would skew data at the smallest 4 away from the form
of Eq. (47) and so a fit to Eq. (47) would give spurious
results. It is difficult to use Eq. (50) since our simulations
are not explicitly in the hard-core ¥ — 0 limit; the ¥ de-
pendence of p/4? sets in at ever decreasing values of ¥ as
one gets closer to ¢ ;. Moreover, it can be exceedingly dif-
ficult to numerically distinguish the form z°|Inz|¢ from
the form z* when the range of data for x is limited, as
it is in our case. The success of such fits generally de-
pends on knowing in advance the mean-field value of the
leading exponent b, and often the exact location of the
critical point.

For example, in Ref. [46] the authors do a finite-size
scaling analysis of the average contact number Z with
pressure p and system size N. Using a scaling form sim-
ilar to our Eq. (47) with Z — Z. playing the role of our
p, p playing the role of our §¢, and 1/N playing the role
of our 4, they fit to the form,

c
)

for 4 =0, ¢d<oy, (50)

1 pN?
Z—Z{sz R 1
: Nf<|1nch> (51)

But in their case they know the exact location of their
critical point, p = 0 and Z¥ = 2d — 2d/Ny the iso-
static value for a system with Ny non-rattler particles
[46]. Futhermore, the mean-field exponents relevant to
this situation are believed to be known, and these values
are used in their fits, i.e. the analog of y/zv and 1/zv in
Eq. (47) are here 1 and 2 respectively. Moreover, the au-
thors assume, with no justification given, that the analog
of the exponent ¢; in Eq. (47) vanishes, and hence there
is no logarithmic correction to the scaling of the contact
number z. Thus only the single exponent cs is to be de-
termined from the fit, and still the authors never show
any quantitative measure of the success of their fit (such
as the x3,¢) or test the stability of their obtained value
of the exponent ¢y to changes in the window of data used
in the fit.

In contrast, for our Eq. (47) we do not know the precise
value of ¢, nor the exponents ¢ = y/zv or 1/zv, nor
the new exponents c; and co; these are all quantities
we wish to determine from the fit. Nevertheless we can
attempt to see how well our data fit the form of Eq. (47),



where we approximate the scaling function f () by the
exponential of a fifth order polynomial as in Eq. (35), and
use the polynomial coefficients, ¢, ¢ = y/zv, 1/zv, ¢
and co as free fitting parameters. We compare the results
of our fits varying the window of data used, ¥ < max
and |z| < Tmax, as we decrease the limiting values Ymax
and Xpmax just as we have done in the earlier Sec. V A.
We use the following procedure: for given values of 4y ax
and Tp.x We use as initial guesses for the fit parameters
the values obtained from our earlier fits of Sec. VA at
the corresponding Ymax and xpgay, together with ¢; =
co = 0; using these parameters, we select the data to be
used in the fit according to the criteria ¥ < max and
|z| = [0/ #*| < Tmax; we then carryout the fit letting
all fitting parameters, including ¢; and cg, vary. Our
results, independently fitting to both the pressure p (left
column) and the shear stress o (right column), are shown
in Figs. 18 and 19.

Although we find that the quality of the fits, as mea-
sured by the X<210f7 are reasonably good (at least as good
as in Fig. 4 for the fits ignoring the logarithmic correc-
tions), nevertheless the outcomes of these fits cannot be
taken as evidence for the correctness of the scaling as-
sumption of Eq. (47). If Eq. (47) were correct, we would
expect to see the fitted parameters become independent
of the cutoffs Yymax and xmax as these cutoffs decreased.
However the values of the exponents ¢, 1/zv (and cor-
respondingly 8 and y), as well as the new exponents ¢,
and ¢y, vary considerably with 4.« (in some cases even
changing sign). Moreover, we would expect the critical
exponents to be consistent comparing values for p vs for
o, while here we see noticeable differences, particularly
for q, y, c1, and co. We conclude that these fits are not re-
liable. We believe the main problem is that the functional
form of Eq. (47) poorly constrains the fit parameters; in
particular it is difficult to distinguish the difference be-
tween the forms z°|Inz|® and 2* over our limited range
of data. One can decrease b and increase c¢ in the first
to get results that are hard to distinguish from a given
b’ in the second. Indeed we see in our fits that as ¢ and
1/zv get smaller (as 4max decreases), the corresponding
|c1] and |cz| get larger. We believe that the same issue of
poor constraint is behind the huge error bars we find on
some of our data points.

To get more meaningful results it is necessary to bet-
ter constrain the fits, for example by fixing the values
of the leading exponents ¢ and 1/zv to their mean-field
values. However the values of these exponents are not un-
controversially known, and determining them is what is
the main objective of this work. Nevertheless, we can fix
them according to the predictions of competing theoreti-
cal models, and then see if our numerical results become
consistent with these theoretical predictions once we in-
clude the logarithmic corrections to scaling.

We consider first the phenomenological mean-field the-
ory of Otsuki and Hayakawa [9, 10] which gives § = 4 and
y = 1; with these values, we have 1/zv =2/(8+y) =04
and ¢ = 2y/(8 + y) = 0.4. Fixing ¢ and 1/zv to these
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FIG. 18. (Color online) Fits of pressure p (left column) and
shear stress o (right column) to the scaling form of Eq. (47) in-
cluding presumed logarithmic corrections to scaling. Different
curves represent different cutoffs zmax on the scaling variable;
results are plotted vs the cutoff on the strain rate ymax. We
show results for the chi squared per degree of freedom of the
fit x2,¢, the jamming fraction ¢, and the exponents ¢ and
1/zv.

values we proceed as before, letting all other parameters
vary in our fit. In Fig. 20 we present the resulting values
of X3, @7, c1 and ¢z, as functions of the cutoffs Jmax
and Tpax. We show results from both fits to pressure
(left column) and to shear stress (right column). We see
that c¢; and co continue to increase as yax decreases,
instead of saturating to a constant value, and moreover
there is a significant difference between the values of ¢;
and ¢y obtained from the fits to the pressure as compared
with the values obtained from the shear stress. Because
of the clear dependence of the exponents ¢; and ¢y on
the window of data used in the fit, we conclude that the
logarithmic corrections of Eq. (47) do not lead to agree-
ment between our results and the predictions of Otsuki
and Hayakawa [9, 10].
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FIG. 19. (Color online) Fits of pressure p (left column) and
shear stress o (right column) to the scaling form of Eq. (47)
including presumed logarithmic corrections to scaling. Dif-
ferent curves represent different cutoffs zmax on the scaling
variable; results are plotted vs the cutoff on the strain rate
Amax. We show results for the exponent 8 = (2 — ¢)zv and
y = qzv, and the new exponents ¢; and c2 associated with
the logarithmic corrections.

Next we consider the theoretical predictions of DeGiuli
et al. [19] which give 8 = 5.7. Since DeGiuli et al. deal
with a hard-core model, they can make no direct predic-
tion about the other exponents. However if we assume
y = 1 for the harmonic soft-core interaction, as assumed
by Otsuki and Hayakawa [9, 10] and as believed to be the
case for mechanically stable configurations compressed
above the static jamming transition [21] (though not con-
sistent with the result we claim in this work), we then
have ¢ = 2y/(8 +y) = 0.3 and 1/zv = 2/(f + y) ~ 0.3.
Fixing ¢ and 1/zv to these values we proceed as before,
letting all other parameters vary in our fit. In Fig. 21
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FIG. 20. (Color online) Fits of pressure p (left column) and
shear stress o (right column) to the scaling form of Eq. (47)
including presumed logarithmic corrections to scaling. Here
we fix the exponent values ¢ = 1/zv = 0.4 as given by the the-
oretical prediction of Otsuki and Hayakawa [9, 10]. Different
curves represent different cutoffs xmax on the scaling variable;
results are plotted vs the cutoff on the strain rate ymax. We
show results for the chi squared per degree of freedom X2,
the jamming fraction ¢, and the exponents ¢; and cz2 of the
logarithmic corrections.

we present the resulting values of X3, ¢, ¢1 and ca,
as functions of the cutoffs Hmax and Tyax. We show re-
sults from both fits to pressure (left column) and to shear
stress (right column).

We see that the Xﬁof is generally too big to consider
these fits to be reasonable (note the log scale on the ver-
tical axes of Figs. 21a and b). Only for the smallest
Tmax = 0.15, 0.20, at the smaller 4y, might one con-
sider the X(2:lof as reasonable. In the subsequent panels,
therefore, we focus on the results for these two smallest
values of Tpyax (data for the larger amax are thus often
falling outside the range of plot). We see that, as desired,
¢y and ¢; found from the pressure (panels ¢ and e) are
roughly independent of 4yax for xmax = 0.15,0.20. How-



ever this is not the case for the other quantities which,
as Ymax decreases, vary over a range considerably larger
than the estimated errors on the data points. Moreover,
comparing the values of ¢; and ¢p found from the pres-
sure with those found from the shear stress, we see that
these values span almost non-overlapping ranges instead
of being equal. We conclude that adding the logarithmic
corrections of Eq. (47) into our scaling analysis does not
by itself make our results consistent with the predictions
of DeGiuli et al. [19].
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FIG. 21. (Color online) Fits of pressure p (left column) and
shear stress o (right column) to the scaling form of Eq. (47)
including presumed logarithmic corrections to scaling. Here
we fix the exponent value 5 = 5.7 as given by the theoretical
prediction of DeGiuli et al. [19], and take y = 1 as assumed by
Otsuki and Hayakawa [9, 10] and as found for static jamming
[21]. Different curves represent different cutoffs xmax on the
scaling variable; results are plotted vs the cutoff on the strain
rate Ymax. We show results for the chi squared per degree of
freedom x3.¢, the jamming fraction ¢, and the exponents c;
and ¢o of the logarithmic corrections. Because the x2.; is so
poor for max > 0.2 (note the log scale on the vertical axis in
panels a and b), in subsequent panels we focus only on the
data for zmax < 0.2.

21

Comparing the 3%, of Figs. 20a,b with that of
Figs. 21a,b, one might be tempted to conclude that the
Otsuki-Hayakawa prediction [9, 10] better fits the data
than does that of DeGiuli et al. [19]. However it is im-
portant to note that none of the fits in this appendix are
doing particularly better than the fits of Sec. V A; both
the earlier fits of Sec. VA and the fits of this appendix
find critical parameters that noticeably vary as one varies
the window of data used in the fit, and thus are not
providing self-consistent results. Our results therefore
seem better explained by the corrections-to-scaling that
arise from the leading irrelevant variable, as discussed in
Sec. VB.

We have also tried fits to Eq. (47) assuming slightly
different fixed values of 8 and y, as well as fits in which
only S is fixed and y may vary (and vice versa), however
we do not find results that are any more satisfactory. A
more accurate test for the presence of logarithmic scal-
ing corrections would depend on knowing precise values
for the leading exponents ¢ and 1/zv (or equivalently 3
and y), but unfortunately these are not known. While
our results therefore cannot rule out the presence of log-
arithmic corrections, neither do they give any support
for them. Our results do not rule out the possibility that
dye = 2, however they do show that the addition of log-
arithmic corrections alone is not sufficient to make our
data compatible with either of the two theoretical pre-
dictions [9, 10] or [19] for the leading critical exponents.

As a final comment we note that if indeed d,,. = 2, one
would expect to see scaling with mean-field exponents
with no logarithmic corrections if one carried out simu-
lations in d = 3 > d,,. dimensions. To obtain sufficiently
accurate data for our model in d = 3 is a computation-
ally challenging project that we leave for future investi-
gation. However we may note that d = 3 simulations
have been carried out by Kawasaki et al. [18] for a sim-
pler model with Newtonian rheology. In that case they
found (as we similarly found [8] for this Newtonian model
in d = 2) that a simple scaling analysis as in Sec. VA
cannot explain the shear stress over the range of strain
rates 7 studied; their subsequent analysis is equivalent
to the correction-to-scaling approach described here in
Sec. VB, and as used by us [8] to explain results for this
Newtonian model in d = 2. We therefore might expect
that similar corrections-to-scaling terms, from the lead-
ing irrelevant variable, would be present in the present
model even in d = 3, and so presumably also in d = 2,
as we argue is the case in this work.
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