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When European starlings come together to form a flock, the distribution of their individual velocities narrows around the mean velocity of the flock. We argue that, in a broad class of models for the joint distribution of positions and velocities, this narrowing generates an entropic effect that opposes the cohesion of the flock. The strength of this effect depends strongly on the nature of the interactions among birds: If birds are coupled to a fixed number of neighbors, the entropic forces are weak, while if they couple to all other birds within a fixed distance, the entropic effects are sufficient to tear a flock apart.

I. INTRODUCTION

Entropic forces are a familiar concept in equilibrium statistical mechanics. From the ideal gas to the elasticity of random polymers and the effective forces between molecules in solution, we know that changing the entropy of a system generates an emergent, phenomenological effect analogous to the forces that result from changes in energy [1–3]. Does this intuition carry over into complex, non-equilibrium systems?

Consider a flock of European starlings, *Sturnus vulgaris*. As the birds come close to one another, they interact in ways that may cause their velocities to align [4]. If we imagine constructing the joint distribution of velocities for all the birds in the flock, alignment means that the entropy of this distribution goes down. Is there an entropic effect that might push the birds apart, allowing the entropy to increase? If this were an equilibrium system, the answer would be yes. But this is not an equilibrium system, by any means. Are there still entropic effects?

In recent years, there has been renewed interest in the use of maximum-entropy methods to describe the collective behavior of biological networks, with applications spanning scales from the network of amino acids in a family of proteins [5,6], to biochemical and genetic networks [7,8], networks of neurons [9,10], and flocks of birds [11,12]. The idea of the maximum-entropy method is to construct the least structured model of a system that is consistent with certain measured average properties [13]. In particular, if the only quantity that we measure is the energy, then constructing the maximum-entropy distribution is exactly the construction of the thermal equilibrium, leading to the Boltzmann distribution [14].

By using the maximum-entropy framework, we will show that even a non-equilibrium system can be subject to entropic effects. In the context of flocking [15,16,17], this means that birds are subject to a repulsive effect due to the loss of entropy associated with their mutual orientation. But, in detail, we will see that this effect depends dramatically on the nature of the interactions and ordering in the system. If we imagine that the flight direction of individual birds maintains a certain level of interaction with the average direction of its *n* nearest neighbors (“topological interactions” [18]), then these entropic effects are weak and, in a sense that we will make precise, flocks can cohere even without explicit forces holding them together. On the other hand, if flocks are characterized by interaction between a bird and its neighbors within some characteristic distance *r* (*“metric interactions”*), then the entropic effects are strong enough that almost all realistic flocks will be broken into multiple disconnected pieces unless there are other explicitly cohesive forces. Although such forces surely exist, recent observations on real flocks of starlings suggest that the positional correlations among birds are weak [19], so if there is a strong repulsion from the entropy of flight directions, these would have to be finely balanced by other attractive interactions. Such fine tuning is unnecessary in the case of topological interactions.

Although we can make analytic progress on evaluating the entropic impact that results from directional ordering in the flock, computing its effect on the distribution of the birds’ positions must be done numerically. This becomes challenging for large flocks, and so we have formulated a simpler problem where we do not keep track of the full configuration of birds’ positions in space, but only of the graph that results from their network of mutual interactions. We carry out Monte Carlo (MC) simulations in
the space of these graphs, and we can see that the two problems have similar structures: In particular, the differences between metric and topological interactions arise in both cases, and the graph model allows us to follow these differences out to larger systems.

II. ENTROPIC EFFECTS IN MAXIMUM-ENTROPY MODELS

The essential intuition that we use in building maximum-entropy models for flocks of birds is that the dominant interactions are local, thus if we want to characterize the nature of order in the flock we should measure the degree of correlation between the flight velocities \( \mathbf{v}_i \) of birds and their near neighbors \([21, 22]\). To be concrete, we will neglect variations in speed and consider only normalized velocities, so each bird \( i \) is described by a unit vector \( \mathbf{s}_i = \mathbf{v}_i / |\mathbf{v}_i| \), and it is located at position \( \mathbf{x}_i \). We define a neighborhood \( \mathcal{N}_i \) around bird \( i \), and within \( \mathcal{N}_i \) there are \( n_i \) neighbors—details of how this neighborhood is defined are discussed below. To measure the correlation of each bird’s flight direction with the average of its neighbors, we compute

\[
C_{\text{int}} = \frac{1}{N} \sum_{i=1}^{N} \left\langle \mathbf{s}_i \cdot \left( \frac{1}{n_i} \sum_{j \in \mathcal{N}_i} \mathbf{s}_j \right) \right\rangle, \tag{1}
\]

where the sum over index \( i \) runs over birds with \( n_i \neq 0 \), and \( \left\langle \right\rangle \) denotes the average with respect to the joint distribution of directions \( s \equiv \{ \mathbf{s}_i \} \). It will be crucial in what follows that, although \( C_{\text{int}} \) depends explicitly on flight directions, it depends also on the birds’ positions \( x \equiv \{ \mathbf{x}_i \} \). We can make this explicit by defining an adjacency matrix \( n_{ij}(x) \) such that \( n_{ij} = 1 \) if \( j \in \mathcal{N}_i \), and zero otherwise. Then we have

\[
C_{\text{int}} = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{n_i} \left\langle \frac{n_{ij}(x)}{n_i(x)} \mathbf{s}_i \cdot \mathbf{s}_j \right\rangle, \tag{2}
\]

\[
n_i(x) = \sum_{j=1}^{N} n_{ij}(x). \tag{3}
\]

If local correlations \( C_{\text{int}} \) characterize the nature of ordering in the flock, then a good approximation of the full, joint distribution of flight directions can be obtained by building the maximum-entropy distribution consistent with the value of \( C_{\text{int}} \) observed in real flocks. Indeed, recent studies have shown that the maximum-entropy distribution that matches \( C_{\text{int}} \) provides accurate, parameter-free predictions for the behavior of two- and four-point correlations as functions of distance \([21]\).

We now focus on the maximum-entropy construction for both flight directions and positions, for which there are two different points of view that we can take. In the first view, the relative positions of the birds are fixed, and we construct the distribution of flight directions of a single, connected flock given these positions: This method has been used in a recent work by some of the authors \([21]\), and it is particularly useful for studying how local correlations between flight directions result in a propagation of order out to length scales comparable to the size of the flock. The resulting maximum-entropy distribution is

\[
P(s|x) = \frac{1}{Z(x)} \exp \left( J \sum_{i=1}^{N} \sum_{j=1}^{n_i} \frac{n_{ij}(x)}{n_i(x)} \mathbf{s}_i \cdot \mathbf{s}_j \right), \tag{4}
\]

where, as usual, the partition function is given by

\[
Z(x) = \int d\mathbf{s} \exp \left( J \sum_{i=1}^{N} \sum_{j=1}^{n_i} \frac{n_{ij}(x)}{n_i(x)} \mathbf{s}_i \cdot \mathbf{s}_j \right), \tag{5}
\]

and

\[
\int d\mathbf{s} \equiv \prod_{i=1}^{N} \int d\mathbf{s}_i \delta (|\mathbf{s}_i|^2 - 1). \tag{6}
\]

The parameter \( J \) is determined by the condition that \( C_{\text{int}} \) computed from this distribution matches what we observe for the real flock, \( C_{\text{int}}^{\text{obs}} \] [21], and this is equivalent to solving the equation

\[
\frac{\partial \ln Z(x)}{\partial J} = NC_{\text{int}}^{\text{obs}}. \tag{7}
\]

This description of flight directions given the relative positions is useful in part because the neighbor relations among birds in the flock change slowly compared to flight directions \([24]\), and because fluctuations in \( C_{\text{int}} \) from moment to moment in a single flocking event are small.

In the second approach, which is the one used in this study, we imagine that we observe a flock for a time long enough that the birds’ relative positions and nearest-neighbor relations rearrange substantially, and the flock possibly disconnects into multiple subflocks. It follows that when we compute the average involved in defining \( C_{\text{int}} \), Eq. (2), we are averaging not just over flight directions, but also over positions. Now we can ask for the joint maximum-entropy distribution of positions and flight directions that is consistent with the \( C_{\text{int}}^{\text{obs}} \), and the answer is

\[
P(x, s) = \frac{1}{Z_0} \exp \left( J \sum_{i=1}^{N} \sum_{j=1}^{n_i} \frac{n_{ij}(x)}{n_i(x)} \mathbf{s}_i \cdot \mathbf{s}_j \right). \tag{8}
\]

Of course we might know more about the flock than just \( C_{\text{int}}^{\text{obs}} \). For example, we might have some information about the distribution of pairwise distances between birds, in which case the maximum-entropy distribution becomes
where the effective potential $V(r)$ must be tuned to match the distribution of pairwise distances.

Once we have a model for the joint distribution of positions and velocities, we can integrate out the velocities to give the distribution of positions alone. We will refer to this as the “motional distribution”, $P_{\text{mot}}(x)$, because if we start in the simplest case of Eq. (8) all the nontrivial structure of this distribution arises from the motion of the birds. We have

$$P_{\text{mot}}(x) = \int ds P(x, s) = \frac{Z(x)}{Z_0}. \quad (10)$$

Thus, allowing ourselves the usual language of statistical mechanics, the free energy $F(x) = -\ln Z(x)$ acts as an effective potential for the flock,

$$P_{\text{mot}}(x) \propto e^{-F(x)}. \quad (11)$$

Notice that if the flock is perfectly ordered, so that all $\vec{s}_i$ are equal, then the exponential in Eq. (10) is just $JN$, independent of $x$. In fact, real flocks are highly polarized, and we can compute $Z(x)$ with an expansion around this perfectly ordered state by means of the spin-wave approximation—a method used in solid-state physics to study perturbations in fully ordered ferromagnetic states. In this approximation, the free energy $F(x)$ is dominated by the entropy of the fluctuations in the flight directions, so that gradients in this free energy result in an entropic effect on the birds’ spatial configuration.

We conclude this discussion with a cautionary remark about the interpretation of maximum-entropy models, and their relation to equilibrium statistical physics. When we look at Eq. (11), it is tempting to note the equivalence with a Boltzmann distribution and interpret $F(x)$ as the Hamiltonian of the system, and we will sometimes lapse into this language ourselves. In more biologically motivated models of flocks, one speaks of “social forces” that drive cohesion and orientational ordering, and one might tempted to identify these social forces with derivatives of the terms in the effective Hamiltonian $F(x)$, but this need not be correct. Indeed, the maximum-entropy construction does not imply that $F(x)$ is really the energy of the system, nor does it even mean that the dynamics of the system correspond to the Brownian motion in the potential $F(x)$. As is well known, there are infinitely many dynamical processes that can give rise to the same stationary distribution. The maximum-entropy method aims to characterize this distribution directly, incorporating only the minimal structure needed to match a small set of empirical observations. The choice of which observations to match is based on the phenomenology: for example, in the case of bird flocking the marked polarization of flight directions suggests that a natural quantity to match is the correlation between directions of flight. Such choice of matched observations must be tested by checking that the resulting maximum-entropy distributions provide an accurate description of the system, as in Ref. [21]. Finally, the equivalence between the maximum-entropy distribution and equilibrium statistical physics models means that we can carry over much of what we know about expectation values, correlation functions and, as we have seen, entropic effects. But we cannot jump from this probabilistic description back to a model of the underlying dynamics.

### III. THE MOTIONAL FREE ENERGY

Our task now is to compute the partition function in Eq. (9). It is useful to note that this can be rewritten more symmetrically, as

$$Z(x) = \int ds \exp \left( \sum_{i,j=1}^N J_{ij}(x) \vec{s}_i \cdot \vec{s}_j \right), \quad (12)$$

$$J_{ij}(x) = \frac{J}{2} \left( \frac{n_{ij}(x)}{n_i(x)} + \frac{n_{ij}(x)}{n_j(x)} \right). \quad (13)$$

For future reference, we observe that a configuration $x$ defines a graph $G(x)$ with $N$ vertices, where each nonzero element of the adjacency matrix $n_{ij}(x)$ corresponds to an edge between vertices $i$ and $j$ in $G$—see below for details. We denote by $k$ the number of connected components in $G$, and by $N_l$ the number of birds in the $l$-th connected component, with $l = 1, \ldots, k$. We can relabel the birds so that the matrix $J_{ij}$ consists of $k$ uncoupled blocks.

To evaluate $Z(x)$, we will use the spin-wave approximation, which is valid at large $J$, such that each connected component of the flock is strongly polarized. For each block we define the net polarization

$$\vec{S}_l \equiv \frac{1}{N_l} \sum_{i \in N_l} \vec{s}_i = S_l \hat{n}_l, \quad (14)$$

where $S_l$, $\hat{n}_l$ are the norm and the direction of $\vec{S}_l$, respectively, and the sum for $i \in N_l$ runs over all birds in the $l$-th connected component. We now decompose the
velocity $\vec{s}_i$, with $i \in N_l$, into components parallel and perpendicular to $\vec{S}_l$

$$\vec{s}_i = s_i^L \hat{n}_i + \vec{\pi}_i.$$  \hspace{1cm} (15)

Substituting into Eq. (12), we obtain

$$Z(x) = \prod_{l=1}^k \int d\vec{s}_l \, d^{N_l} s^L \, d^{N_l} \vec{\pi} \prod_{i \in N_l} \frac{\delta(s_i^L - \sqrt{1 - |\vec{\pi}_i|^2})}{2\sqrt{1 - |\vec{\pi}_i|^2}} \exp \left( \sum_{i,j \in N_l} J_{ij}(x)(s_i^L s_j^L + \vec{\pi}_i \cdot \vec{\pi}_j) \right) \delta \left( \vec{S}_l - \frac{1}{N_l} \sum_{i \in N_l} \vec{s}_i \right), \hspace{1cm} (16)$$

where in Eq. (16) the first Dirac delta results from Eq. (18), and we used the fact that $J_{ij}$ is a block matrix, we inserted a factor of unity

$$\int d\vec{s}_l \delta \left( \vec{S}_l - \frac{1}{N_l} \sum_{i \in N_l} \vec{s}_i \right) = 1,$$

and we rewrote the dot product $\vec{s}_i \cdot \vec{s}_j$ in terms of the $s^L, \vec{\pi}$ coordinates by using Eq. (15).

Guided by the experimental observation that birds in a block fly in directions mostly parallel to $\vec{S}_l$, we assume that the perpendicular velocity components $\vec{\pi}_i$ are small, and we will thus expand the right-hand side of Eq. (16) in powers of $\vec{\pi}_i$ with the spin-wave approximation. Specifically, we manipulate Eq. (16) as follows: We rewrite the Dirac delta function in Eq. (16) in terms of the $s^L, \vec{\pi}$ coordinates as

$$\delta \left( \vec{S}_l - \frac{1}{N_l} \sum_{i \in N_l} \vec{s}_i \right) = \delta \left( s_i^L - \frac{1}{N_l} \sum_{i \in N_l} s_i^L \right) \delta \left( \frac{1}{N_l} \sum_{i \in N_l} \vec{\pi}_i \right), \hspace{1cm} (17)$$

we integrate with respect to $\{s_i^L\}$, we expand the term in parentheses in the exponent to leading order as

$$s_i^L s_j^L = \sqrt{1 - |\vec{\pi}_i|^2} \sqrt{1 - |\vec{\pi}_j|^2} \approx 1 - \frac{|\vec{\pi}_i|^2}{2} - \frac{|\vec{\pi}_j|^2}{2},$$

and we perform the integration with respect to $\vec{S}_l$ in spherical coordinates. We obtain

$$Z(x) = \prod_{l=1}^k 4\pi \int d^{N_l} \vec{\pi} \prod_{i \in N_l} \frac{1}{2\sqrt{1 - |\vec{\pi}_i|^2}} \exp \left[ \sum_{i,j \in N_l} J_{ij}(x) \left( 1 - \frac{|\vec{\pi}_i|^2}{2} - \frac{|\vec{\pi}_j|^2}{2} + \vec{\pi}_i \cdot \vec{\pi}_j \right) \right] \delta \left( \frac{1}{N_l} \sum_{i \in N_l} \vec{\pi}_i \right), \hspace{1cm} (18)$$

Note that the factors of $4\pi$ in Eq. (18) arise from the angular integration over all possible directions of the mean velocity $\vec{S}_l$ of the $l$-th connected component: these are explicitly entropic terms.

We now rewrite the square-root term in Eq. (18) as

$$\frac{1}{\sqrt{1 - |\vec{\pi}_i|^2}} = \exp \left[ -\frac{1}{2} \log \left( 1 - |\vec{\pi}_i|^2 \right) \right] \approx \exp \left( \frac{|\vec{\pi}_i|^2}{2} \right), \hspace{1cm} (19)$$

we use Eq. (19) in Eq. (18), and we obtain

$$Z(x) = \prod_{l=1}^k 4\pi \int d^{N_l} \vec{\pi} \exp \left[ \sum_{i,j \in N_l} J_{ij}(x) \left( 1 - \frac{|\vec{\pi}_i|^2}{2} - \frac{|\vec{\pi}_j|^2}{2} + \vec{\pi}_i \cdot \vec{\pi}_j \right) + \frac{1}{2} \sum_{i \in N_l} |\vec{\pi}_i|^2 \right] \delta \left( \frac{1}{N_l} \sum_{i \in N_l} \vec{\pi}_i \right), \hspace{1cm} (20)$$

where we omitted a multiplicative factor independent of $x$. We now observe that the first term in the exponential of Eq. (20) is of the order of $J |\vec{\pi}|^2$, while the second term is of the order of $|\vec{\pi}|^2$: We assume that $J$ is large enough to neglect the second term, and we obtain

$$Z(x) = \prod_{l=1}^k 4\pi \int d^{N_l} \vec{\pi} \exp \left[ \sum_{i,j \in N_l} J_{ij}(x) \left( 1 - \frac{|\vec{\pi}_i|^2}{2} - \frac{|\vec{\pi}_j|^2}{2} + \vec{\pi}_i \cdot \vec{\pi}_j \right) \right] \delta \left( \frac{1}{N_l} \sum_{i \in N_l} \vec{\pi}_i \right). \hspace{1cm} (21)$$
In what follows, we will drop the first addend in the exponential in Eq. (21), because this term gives rise to a multiplication factor \( e^{N J} \) which is independent of the positional configuration \( x \) as noted above. Then, since \( \vec{\pi}_i \) is a two-dimensional vector, the integral with respect to \( \vec{\pi}_i \) can be rewritten as a product of two identical integrals

\[
Z(x) = \prod_{l=1}^{k} 4\pi \left[ \int d^{N_l} \pi \exp \left( - \sum_{ij \in N_l} \pi_i \Lambda_{ij}(x) \pi_j \right) \delta \left( \frac{1}{N_l} \sum_{i \in N_l} \pi_i \right) \right] \frac{2}{}, (22)
\]

where \( \pi_i \) denotes one component of \( \vec{\pi}_i \), and we introduced the Laplacian

\[
\Lambda_{ij}(x) \equiv \delta_{ij} \sum_{l=1}^{N} J_{ii}(x) - J_{ij}(x);
\]

since \( J_{ij} \) has a block structure, so does \( \Lambda_{ij} \). We denote by \( \{ \lambda^l_p \} \) and \( \{ \vec{v}^l_p \} \) the eigenvalues and eigenvectors of the \( l \)-th block of the Laplacian, respectively. We will now make use of two known results from graph theory: First, all Laplacian eigenvalues \( \{ \lambda^l_p \} \) are non-negative [37]. Second, since the \( l \)-th component of the flock is connected, the \( l \)-th block of the Laplacian has only one zero eigenvalue [38], which we denote by \( \lambda^l_1 \). Therefore, we have

\[
0 = \lambda^l_1 < \lambda^l_2 \leq \cdots \leq \lambda^l_{N_l},
\]

where we labelled the nonzero eigenvalues in increasing order. In addition, summing both sides of Eq. (23) with respect to \( j \in N_l \), we find that the vector \( \vec{v}^l_1 = 1/\sqrt{N_l}(1, \cdots, 1) \) is the eigenvector with eigenvalue \( \lambda^l_1 = 0 \). We now rewrite the Laplacian in terms of its eigenvalues and eigenvectors:

\[
\Lambda_{ij} = \sum_{p=1}^{N_l} v^l_{p,i} \lambda^l_p v^l_{p,j}, \quad i, j \in N_l.
\]

Setting \( u_{l,p} \equiv \sum_{i=1}^{N_l} v^l_{p,i} \pi_i \), we finally obtain

\[
Z(x) = \prod_{l=1}^{k} 4\pi \left[ \int d^{N_l} u \exp \left( - \sum_{p=1}^{N_l} \lambda^l_p(x) u^2_{l,p} \right) \delta \left( \frac{u_{l,1}}{\sqrt{N_l}} \right) \right] \frac{2}{.}
\]

Because of the delta function in the first line, Eq. (26) involves an integration with respect to the projection of the perpendicular velocity \( \pi \) on all Laplacian eigenmodes except the first one: as a result, the final expression for \( Z(x) \) in the second line involves a product over all nonzero Laplacian eigenvalues.

Following Eqs. (10) and (26), we obtain

\[
P_{\text{mot}}(x) \propto Z(x) = \prod_{l=1}^{k} 4\pi N_l \prod_{p=2}^{N_l} \frac{\pi}{\lambda^l_p(x)}. \quad (27)
\]

Equation (27) tells us that if the flock with \( N \) birds consists of one connected cluster, then there is an overall factor of \( 4\pi N \), and \( N - 1 \) powers of \( J/\pi \) in the denominator of \( P_{\text{mot}} \), since all \( \lambda^l_p \propto J \). If the flock is cut in two halves, then we lose one power of \( J/\pi \), and the factor \( 4\pi N \to (4\pi N/2)^2 \); the net result is to multiply \( P_{\text{mot}} \) by \( NJ \). This factor is essentially the increase in entropy associated with the creation of a new zero mode in the joint distribution; evidently for large \( N \) and large \( J \), it favors breaking the flock in half. There is some subtlety, however, since when we break the flock in half we also shift the eigenvalues \( \lambda^l_p \) in each half, and it is not clear how this balances against the zero mode. We will see that the answer depends on the nature of the interactions between birds.

**IV. METRIC VS TOPOLOGICAL INTERACTIONS**

In what follows we will consider a flock of \( N \) birds in a volume \( V \), hence at mean density \( \rho = N/V \). We can imagine the interaction between birds having two very different forms [27]. In the first one, birds interact with
their \( n_c \) nearest neighbors, independently of distance. In the second one, birds interact with other birds within a characteristic distance \( r_c \). The first model is referred to as a “topological” interaction, while the second is summarized as a “metric” interaction \[21, 27\]. We can compare the two models by equating the mean number of interacting neighbors in the topological case with the fixed number of neighbors in the metric case:

\[
n_c = \rho \frac{4\pi r_c^3}{3}. \tag{28}
\]

In both models this is the only relevant dimensionless parameter at large \( N \) and \( V \).

For a topological interaction network, the adjacency matrix is

\[
n_{ij}(x) \equiv \begin{cases} 1 & \text{If } j \neq i \text{ is amongst the first } n_c \text{ nearest neighbors of } i \\ 0 & \text{Otherwise} \end{cases}. \tag{29}
\]

Here we have \( n_i = n_c \) for all \( i \), and Eq. (13) takes the simple form

\[
J_{ij}(x) = \frac{J}{2n_c} (n_{ij}(x) + n_{ji}(x)). \tag{30}
\]

For topological interactions, the graph \( G(x) \) which corresponds to a configuration \( x \) is a directed graph, and it can be constructed by considering all vertex pairs \( i, j \) and inserting a directed edge from \( i \) to \( j \) if \( j \) is amongst the first \( n_c \) nearest neighbors of \( i \)—see Fig. 1a. In what follows, we will consider a directed graph as connected if it can be constructed by considering all vertex pairs \( i, j \) and inserting a directed edge from \( i \) to \( j \) if \( j \) is amongst the first \( n_c \) nearest neighbors of \( i \)

For a metric interaction network, the adjacency matrix is

\[
n_{ij}(x) \equiv \begin{cases} 1 & \text{If } j \neq i \text{ and } |\vec{x}_j - \vec{x}_i| \leq r_c \\ 0 & \text{Otherwise} \end{cases}, \tag{31}
\]

and the interaction matrix \( J_{ij} \) is given by Eq. (13). In the metric case, the graph \( G(x) \) which corresponds to a configuration \( x \) is an undirected graph constructed by inserting an edge between all vertex pairs \( i, j \) such that \( |\vec{x}_j - \vec{x}_i| \leq r_c \) as shown in Fig. 1b.
In the first models for collective behavior, the metric structure of interactions seemed obvious. Later on, quantitative studies on flocks of starlings led to the idea of topological interactions, and this has been supported by further analyses of these data. In particular, the evidence for topological vs. metric interactions in previous studies is based on the comparison of multiple flocking events with significantly different densities, where each event is given by a single, connected flock with fixed birds’ relative positions across many such events, the data are described very accurately by a fixed number of neighbors $n_c$, rather than by a fixed interaction range $r_c$. Here, we will allow model flocks to explore a much wider range of configurations where birds significantly rearrange their relative positions, and the flock possibly disconnects driven by the entropic effects above, and so we expect the distinction between topological and metric interactions to emerge more distinctly.

V. MONTE CARLO SAMPLING OF THE MOTIONAL DISTRIBUTION

We are interested in exploring the entropic effects generated by the alignment of the birds, as described by Eq. (27). Even though we can write the distribution of positions explicitly, computing analytically averages with the distribution is not an easy task, it is thus natural to generate samples from this distribution with MC simulations. We will do this in Section V A for both metric and topological interactions. Although there are clear results, we find that it is difficult to push these simulations to large $N$, because calculating the eigenvalues of the Laplacian requires $O(N^3)$ operations. To make progress, in Section V B we introduce a simpler version of the problem, in which we sample interaction graphs rather than the underlying positions. While not quite the same problem, we will see consistent results that extend to much larger $N$. The essential point to emerge from both analyses is that topological interactions lead to flocks that stay connected for realistic values of the number of neighbors, while in metric networks the repulsive entropic effects are strong enough to rip the flock apart into multiple components for all sensible values of the metric interaction range.

A. Monte Carlo on positions

Equation (27) gives us the motional distribution of birds’ positions in a flock with only two parameters: The strength of the interactions $J$ and their range $n_c$. Before we study the effects of these interactions on the spatial configurations of the flock, we should start by asking what happens if the $N$ birds are simply in random positions drawn uniformly throughout a box of volume $V$, which will be set equal to unity in what follows. Even in this simple case there is a question about whether the resulting network of interactions—topological or metric—supports a single, connected cluster of birds, thus allowing for the possibility of coherent flocking behavior.

Concretely, for any spatial configuration we can construct the adjacency matrix $n_{ij}(x)$, see Eq. (29) or (31), the resulting interaction matrix $J_{ij}(x)$ in Eq. (13), and finally the Laplacian $\Lambda_{ij}(x)$ in Eq. (23). Then we count the zero modes of the Laplacian: if there is just one, then the flock is connected; if there is more than one, then the flock has broken into disconnected pieces.

In Fig. 2 we show results on the probability $p_c$ of finding a single connected cluster for random configurations, which is computed as the fraction of configuration samples that are given by a connected interaction network. We plot $p_c$ as a function of $n_c$ for topological and metric interactions and we see that, for topological interactions, connectedness is guaranteed by very modest values of $n_c$. Perhaps surprisingly, this is not the case for metric interactions. When interactions are limited to a fixed distance, even random fluctuations are enough to prevent the formation of a single connected cluster, unless the range of interactions is very large. This is a hint that metric and topological interactions really are very different.

To see the effects of entropic forces, we need to draw samples from Eq. (27). We will view $n_c$ as a parameter to be varied as for random positions, but we would like to set the strength of interactions to some reasonable value. To do so, we will use the value $J/n_c \sim 16$ which has been obtained from maximum-entropy models built for real, connected flocks with fixed relative positions by matching the observed values of $C_{int}$ (14). As we draw samples from $P_{\text{mot}}(x)$, we focus on the probability $p_c$ that these spatial configurations correspond to a single connected cluster; results are shown in Fig. 2. We see that the entropic forces are repulsive, so that flocks which interact through the motional potential are less likely to be connected than random flocks, and this is true at all the values of $N$ and $n_c$ that we can access, for both metric and topological interactions. But for topological interactions, once $n_c \gtrsim 7$ we find that $p_c$ is essentially equal to one. In contrast, for the metric interactions there is a very gradual dependence of $p_c$ on $n_c$ that sets in only at large $n_c$. This effect is dramatic because—in the range of $N$ we can study—the entropic forces are ripping the flock apart even when the range of metric interactions is so large that $n_c > N$.

How does a flock disconnect for small values of the interaction range? To clarify this point, in Fig. 4 we plot the MC average of the fraction of birds in the largest connected component, which we will denote by $\phi$. Comparing Fig. 3 with Fig. 4 we see that even for values of $n_c$ so small that the connection probability is $\sim 50\%$, there is a significant fraction of birds in the largest connected component, and this is true for both topological
and metric interactions, and for configurations from both the motional potential and random positions. It follows that, as \( n_c \) is lowered, the flock disconnection is characterized by the appearance of multiple, small connected components, each of which contains a few individuals, while the vast majority of birds are still part of a giant component with \( \sim N \) birds. In addition, Fig. 3 shows that the curves drawn from the motional potential in the metric case display an elbow at \( n_c \approx 11 \) and \( n_c \approx 16 \) for \( N = 16 \) and \( N = 32 \), respectively. These values of \( n_c \) correspond, through Eq. (28), to a characteristic distance \( r_c \) of the order of the linear size of the volume \( V \); the elbows above could thus be interpreted in terms of a crossover between a regime \( r_c \lesssim V^{1/3} \) where each bird interacts with individuals in a fraction of \( V \), to a regime \( r_c \gtrsim V^{1/3} \) where the interaction spans the whole volume.

B. Monte Carlo on graphs

The adjacency matrix \( n_{ij}(x) \) defines a graph \( G(x) \), as shown in Section 14. In the topological case, any positional configuration \( x \) corresponds to a directed graph \( G(x) \) with a fixed number \( n_c \) of outgoing edges per vertex and thus a fixed total number of edges. Conversely, in the metric case the number of edges connected to a vertex may vary depending on the positional configuration \( x \), but the total number of edges \( M \) is almost fixed, with

\[
M = \sum_{i<j=1}^{N} n_{ij} = \frac{N}{2} \left( \frac{1}{N} \sum_{i=1}^{N} n_i \right) \approx \frac{N}{2} n_c. \tag{32}
\]

In the last step we set \( (1/N) \sum_{i=1}^{N} n_i \rightarrow n_c \), which is valid at large \( N \) if there are no long-range correlations among
the fluctuations in $n_i$. If we could neglect fluctuations in $n_i$ all together, then Eqs. (14) and (24) would show that the Laplacian matrix $\Lambda_{ij}$ is proportional to a sparse matrix with integer coefficients, allowing for a much more efficient computation, as explained below.

These observations suggest a natural way of simplifying MC simulations. Instead of sampling the positional configurations $x$, in the topological case we sample all directed graphs with $n_c$ outgoing edges from each vertex, while in the metric case we sample all undirected graphs with $Nn_c/2$ total edges, assigning to a graph $G$ the probability

$$P_{\text{max}}(G) = C \prod_{l=1}^{k} 4\pi N_l \prod_{p=2}^{N_l} \pi \lambda_p^l(G),$$

(33)

where the $\lambda_p^l$ are calculated in the approximation that $n_i \to n_c$ in Eq. (14). Since the total number of edges is constant both in the topological and metric case, a MC move is now given by an edge insertion and deletion, and the impact of these moves on the eigenvalues of the Laplacian can be computed in $O(N^2)$ operations at the most by using the LDL matrix factorization method—see the Appendix for details. As a result, we will be able to study values of $N$ comparable to those of natural flocks, i.e. $N \sim 1000$.

As before, we focus on the probability that the flock is in a single connected graph, which will be denoted by $p_c$; results are shown in Fig. 4. In the topological case, this probability is one for all $n_c > 1$, both in the case where graphs are chosen at random ($p^\text{ran}$) and when the graphs are chosen from the motional distribution ($p^\text{mot}$). In contrast, for the metric case the connection probability for random graphs $p^\text{ran}$ is close to one for only for $n_c \gtrsim 10$, while even larger values of $n_c \gtrsim 15$ are needed for the connection probability from the potential motion to be close to one.

We note that our simplified MC method includes graphs which do not have a three-dimensional layout: While any configuration $x$ can be mapped onto a graph $G$ (Fig. 1), not all graphs $G$ correspond to a configuration $x$. If we break the graph into disconnected pieces, it is always easier to find a mapping into a configuration $x$, and so we expect that sampling graphs rather than positions will overestimate the probability that flocks are connected. This is confirmed by a detailed comparison between Figs. 2 and 4. Despite this quantitative difference, the MC on graphs confirms the qualitative scenario from the MC on positions: the metric potential has a strong repulsive effect which rips the flock apart into multiple components.

Figure 2 gives a hint that, with metric interactions, larger flocks have a lower probability of being connected, and this trend continues to larger $N$ for the simulation on graphs in Fig. 4. Put another way, larger flocks require a larger range of interaction $n_c$ in order to stay connected. Marking the crossover $n_c^*$ between connected and disconnected regimes by $p_c(n_c^*, N) = 1/2$ for both random graphs and graphs drawn from the motional distribution, we see in Fig. 3 that $n_c^*$ increases with $N$ along an approximately logarithmic trajectory, such that a factor of two increase in $N$ requires an extra contact to maintain coherence.

Proceeding along the lines of Section [6A] we show how the flocks disconnect for small $n_c$ by considering the fraction of birds in the largest connected component averaged with the MC method on graphs, which we will denote by $\varphi$. In Fig. 5 we show $\varphi$ as a function of $n_c$. The results are along the lines of Fig. 3 obtained with the MC on positions. Namely, $\varphi$ is close to one even for relatively small values of the connection probability, thus the flock disconnection is characterized by a giant connected component with $\sim N$ birds and multiple, small components containing a few birds each: Interestingly, the curves in Fig. 5 overlap reasonably well for different values of $N$, suggesting that this result holds also for larger flocks.

**VI. DISCUSSION**

The past decade has seen considerable interest in the use of maximum-entropy models to describe biological networks, from single protein molecules up to groups of organisms. The maximum-entropy method has deep connections to equilibrium statistical mechanics. Although these connections are a source of intuition, they also create opportunities for confusion. Namely, the maximum-entropy distribution that is consistent with pairwise correlations among the variables in a network, e.g. the normalized velocities of the birds, has the form of a Boltzmann distribution in which the “energy” is built out of pairwise interactions among these variables. This is not, of course, the actual energy, and there is no reason to think that the interactions out of which the energy is built correspond to physical interactions.

In a flock of birds such as European starlings, there is no part of the problem that is in thermal equilibrium, but nonetheless we can write a maximum-entropy approximation to the joint distribution of positions and velocities for all the birds in the flock, as in Eqs. (8) or (9). Once we integrate out the velocities, the resulting motional distribution of positions has a term in the exponential that is exactly the logarithm of the partition function for the velocities at fixed positions—the free energy. For flocks that are strongly polarized, as in real flocks, this free-energy potential on positions is dominated by the entropy of the birds’ velocities, and in this sense the birds’ positions are subject to entropic effects. We expect these effects to be repulsive, since disconnected groups of birds have more freedom to reorient their flight directions and thus satisfy their tendency to increase the entropy, and this intuition is borne out by detailed simulations. The
surprise is that the strength of this repulsion depends dramatically on the form of the interactions that we constrain. If we imagine that the essential interactions are between a bird and its \( n_c \) nearest neighbors (topological interactions), then the entropic effects are quite weak, and they leave flocks fully connected with high probability at reasonable values of \( n_c \). In contrast, if the essential interactions are between a bird and all the other birds within fixed distance \( r_c \) (metric interactions), then the entropic effects are so strong to tear the flock apart into multiple components.

Given the complicated form of the motional distribution, Monte Carlo (MC) simulations are computationally demanding, and they are thus limited to small flocks. To address this problem, we explored a slightly different formulation in which we sample graphs of bird-bird interactions rather than the birds’ positions themselves; this allows for using an efficient MC update algorithm based on LDL matrix factorization \[41\], with which we could analyze realistically large flocks. Our main result is in line with the one obtained by sampling the positions: For a topological network, the configurations generated by the motional distribution are connected for all values of the number of nearest neighbors. On the other hand, for a metric network the positional configurations are disconnected with high probability unless the metric interaction range is increased to unrealistically large values.

In real flocks, the absence of large local density fluctuations means that the distinction between topological and metric interactions must be based on comparisons across different flocking events \[21\]. Our analysis of entropic effects provides a different path to comparing these two kinds of interactions. In particular, an important conclusion of our analysis is that, while the strongly repulsive entropic effects of metric interactions could be compensated by explicit cohesive forces, the fact that positional correlations in flocks are weak \[28\] means that these strong opposing forces would have to be carefully balanced. Such fine tuning is not needed if the interactions are topological rather than metric.

Overall, the maximum-entropy analysis presented here may have interesting applications for studying entropic effects in systems of biological and physical interest. For example, this maximum-entropy model could be extended to reproduce not only the motional distribution of birds’ positions, but the actual, full positional distribution. Our method would then provide a direct estimate of the maximum size that a flock could reach before it breaks into multiple components, thus providing a prediction that could be directly tested in field studies.
FIG. 6: Fraction of birds in the largest connected component of a flock with the simplified Monte Carlo method on graphs in the metric case. The fraction $\varphi$ is plotted as a function of the number of neighbors $n_c$ from the motional potential and from random positions, respectively.
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**Appendix**

Here we discuss the MC simulations with the probability $p_{\text{mot}}(G)$ from Eq. (33). In Appendix 1 we show that $p_{\text{mot}}(G)$ can be related to the LDL factorization of the Laplacian matrix $\Lambda$, and in Appendix 2 we show that a MC step can be performed efficiently by using a known update algorithm for LDL factorizations. For the sake of simplicity, we consider the metric case, and we assume that $G$ is connected. The results below can then be easily extended to the topological case and to graphs with multiple connected components.

### 1. Relation between the motional probability and LDL factorization of the Laplacian

Since $G$ has only one connected component, there is a single zero eigenvalue of $\Lambda$, which we denote by $\lambda_1$, and Eq. (33) shows that the probability $p_{\text{mot}}(G)$ is determined by the product of the nonzero eigenvalues of the Laplacian. Here, we will show that this product is related to the LDL factorization of $\Lambda$, which reads

$$A \equiv \Pi \Lambda \Pi^T = LDL^T,$$

where in Eq. (34) $\Pi$ is a permutation matrix, $L$ is a lower-triangular matrix with unit diagonal elements, $D$ is a diagonal matrix whose diagonal elements will be denoted by $\{d_i\}$, and the matrix $A$ has the same eigenvalues as $\Lambda$. Since $\Lambda$ has one zero eigenvalue, there is a single zero diagonal entry in $D$, which we denote by $d_1$. We will now establish the connection between the spectrum of $\Lambda$ and its LDL factorization by proving the following identity

$$\prod_{i=2}^N \lambda_i = N \prod_{i=2}^N d_i. \quad (35)$$

To prove Eq. (35), let us consider the characteristic polynomial of $A$: by using Sylvester’s theorem, we have

$$f(\lambda) \equiv \det(A - \lambda I) = \det(DL^T L - \lambda I). \quad (36)$$

The characteristic polynomial can be rewritten as

$$f(\lambda) = a_N - \lambda a_{N-1} + \cdots + (-1)^N \lambda^N,$$

where $a_i$ is the sum of all diagonal minors of $DL^T L$ containing $i$ rows and $i$ columns. Since $d_1 = 0$, the first row in $DL^T L$ is zero, thus the only nonzero diagonal minor with one row and one column is the one obtained by
deleting the first row and the first column from $DL^TL$. It follows that
\begin{equation}
\alpha_{N-1} = \det(B),
\end{equation}
where $B$ is a $(N-1) \times (N-1)$ matrix with entries $B_{ij} = \sum_{l=1}^{N} D_{il}(L^TL)_{lj}$, $i,j = 2, \cdots , N$. Since $D$ is diagonal, $B$ is given by the product of the matrices obtained by removing the first row and the first column in $D$ and $L^TL$ respectively: hence, from Eq. (33) we obtain
\begin{equation}
\alpha_{N-1} = \left( \prod_{i=2}^{N} d_i \right) \det(C_{11}),
\end{equation}
where $C_{11}$ denotes the matrix obtained from $L^TL$ by deleting the first row and the first column.

From Eq. (24), we have $0 = \lambda_1 < \lambda_2 \leq \cdots \leq \lambda_N$, thus the eigenvalues of $A - \lambda L$ are $-\lambda, \lambda_2 - \lambda, \cdots , \lambda_N - \lambda$. It follows that the characteristic polynomial reads
\begin{equation}
f(\lambda) = (-\lambda)(\lambda_2 - \lambda) \cdots (\lambda_N - \lambda) = -\lambda \prod_{i=2}^{N} \lambda_i + O(\lambda^2).
\end{equation}
Comparing the coefficient of $\lambda$ in the right-hand side of Eq. (37) with that in the right-hand side of Eq. (40) and using Eq. (39), we obtain
\begin{equation}
\prod_{i=2}^{N} \lambda_i = \det(C_{11}) \prod_{i=2}^{N} d_i.
\end{equation}

To derive Eq. (33), let us compute $\det(C_{11})$. Equations (23) and (30) show that the vector $u \equiv (1, \cdots , 1)$ is an eigenvector of $A$ with eigenvalue zero. Setting $e_1 \equiv (1, 0, \cdots , 0)$, we have that $\left( L^T \right)^{-1} e_1$ is also an eigenvector of $A$ with eigenvalue zero:
\begin{equation}
A(L^T)^{-1} e_1 = LDL^T(L^T)^{-1} e_1 = LDE_1 = 0,
\end{equation}
where in the second line of Eq. (42) we have $DE_1 = 0$ because $d_1 = 0$. Given that $A$ is symmetric, the geometric multiplicity of $\lambda_1$ is equal to its algebraic multiplicity, the latter being equal to one. It follows that there is only one eigenvector of $A$ with zero eigenvalue, thus only one eigenvector of $A$ with zero eigenvalue: hence, $u$ must be proportional to $\left( L^T \right)^{-1} e_1$. Also, $\left( L^T \right)^{-1}$ is upper triangular with unit diagonal entries, thus the first component of $\left( L^T \right)^{-1} e_1$ is equal to one, implying that
\begin{equation}
u = \left( L^T \right)^{-1} e_1.
\end{equation}
To prove Eq. (33), we will relate the norm of $u$ to $L$:
\begin{equation}
N = u^Tu = e_1^T L^{-1} (L^T)^{-1} e_1 = e_1^T (L^T)^{-1} e_1 = \left[ (L^T)^{-1} \right]_{11},
\end{equation}
where in the first line of Eq. (44) we used Eq. (33), and $\left[ (L^T)^{-1} \right]_{11}$ denotes the entry in the first row and first column of $\left( L^T \right)^{-1}$. By using Cramer’s rule, the last line in Eq. (44) can be rewritten as
\begin{equation}
\left[ (L^T)^{-1} \right]_{11} = \frac{\det(C_{11})}{\det(L^TL)} = \det(C_{11}),
\end{equation}
where in Eq. (45) we used the identity $\det(L^TL) = \det(L)^2 = 1$. Equations (44) and (45) imply that $\det(C_{11}) = N$. Substituting into Eq. (41), we obtain Eq. (33).

2. Monte Carlo with LDL-factorization update

Since we intend to sample the space of graphs with a constant total number of edges, a MC move is given by one edge insertion and one edge deletion. We use Eqs. (24) and (30) to rewrite the Laplacian of $G$ as
\begin{equation}
\Lambda_{ij} = \frac{J}{n_c} \left[ \left( \sum_{l=1}^{N} n_{il} \right) \delta_{ij} - n_{ij} \right].
\end{equation}
We then take two vertices $i$ and $j$ in $G$ that are not connected, and we insert an edge between them. As a result, we obtain a new graph $G'$ with Laplacian $\Lambda'$,
\begin{equation}
\Lambda' = \Lambda + \frac{J}{n_c} v \cdot v^T,
\end{equation}
where the vector $v$ is given by $v_l = \delta_{il} - \delta_{jl}$. Since $\Lambda$ is sparse and $\Lambda'$ is related to $\Lambda$ by a transformation of the form (47), it can be shown \cite{41} that the LDL factorization of the Laplacian $\Lambda' = L'D'LT'$ can be computed from the LDL factorization of $\Lambda$ in a number of steps proportional to the number of nonzero entries in $L$ that change upon the update, which is bounded above by $O(N^2)$. The probability $p_{\text{move}}(G')$ is then obtained from $D'$ according to Eq. (45). An edge insertion can be thus performed with not more than $O(N^2)$ operations; by the same argument, an edge deletion—and thus a full MC move—can be also performed with $O(N^2)$ operations at the most.

Finally, it is important to point out that replacing the denominators $n_i, n_j$ in Eq. (13) with their average value $n_c$—see Section V B—is crucial for this efficient update method to work: indeed, without this simplification the Laplacian would not have the simple form (46), and a Laplacian update upon edge insertion or deletion would not be of the form (47).


[40] In Eq. (4), with topological interactions we have $n_i(x) = n_c$ for all $i$, and hence

$$P(s|x) = \frac{1}{Z(x)} \exp \left( \frac{J}{n_c} \sum_{i=1}^{N} \sum_{j=1}^{N} n_{ij}(x) \vec{s}_i \cdot \vec{s}_j \right). \quad (48)$$

Comparing with Ref. [21], we see that what was $J$ in the previous work is $J/n_c$ in the current formulation. In the metric case, we compare Eq. (4) with the flock configurations in Ref. [21] with a nearly homogeneous density $\rho$ by setting $n_i(x) \approx n_c = 4\pi \rho r_c^3/3$, and we obtain the same relation between the interaction strengths.


[43] However, the graphs disconnect with a finite probability in the special case $n_c = 1$: For example, in the random case we have $p_{\mathrm{ran}}^{\text{res}} = 0.2756 \pm 0.00059, 0.19864 \pm 0.00057, 0.14822 \pm 0.00045, 0.10401 \pm 0.00041$ for $N = 128, 256, 512, 1024$, respectively.
