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Collective behavior affords several advantages to fish in avoiding predators, foraging, mating, and swimming. Although fish schools have been traditionally considered egalitarian superorganisms, a number of empirical observations suggest the emergence of leadership in gregarious groups. Detecting and classifying leader-follower relationships is central to elucidate the behavioral and physiological causes of leadership and understand its consequences. Here, we demonstrate a new information-theoretic approach to infer leadership from positional data of fish swimming. In this framework, we measure social interactions between fish pairs through the mathematical construct of transfer entropy, which quantifies the predictive power of a time series to anticipate another, possibly coupled, time series. We focus on the zebrafish model organism, which is rapidly emerging as a species of choice in preclinical research for its genetic similarity with humans and reduced neurobiological complexity with respect to mammals. To overcome experimental confounds and generate test datasets on which we can thoroughly assess our approach, we adapt and calibrate a data-driven stochastic model of zebrafish motion for the simulation of coupled dynamical system of zebrafish pairs. In this synthetic dataset, the extent and direction of the coupling between the fish is systematically varied across a wide parameter range to demonstrate the accuracy and reliability of transfer entropy in inferring leadership. Our approach is expected to aid in the analysis of collective behavior, providing a new, data-driven perspective to understand social interactions.
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I. INTRODUCTION

Fish collective behavior captivates the interest of the general public and scientific community for its beauty, spontaneity, and complexity. Schooling in fish is ubiquitous across a range of species [1] and begets several advantages, such as predator avoidance [2] and energy savings [3]. Although fish schools have traditionally been considered as egalitarian superorganisms [4, 5] in which collective behavior emerges through self-organization, recent studies have proposed differences among individuals to be essential for the group coordination [6, 7]. Beyond behavioral and physiological factors, leadership may emerge due to the possession of knowledge that may benefit the group. This knowledge could be the location of a food source or a predator in the environment [8–10], and could depend on the relative position and nutritional state of an individual [11], possibly linked to strength of social bonds and personality traits [12–14].

To identify leadership in fish shoals, a classical approach is to look for trajectories that are similar within a finite time lag using cross-correlation [11]. Within such an approach, it is expected that leaders will exhibit anticipatory turns [11, 15], not necessarily from the front [11, 12, 16], which are then followed by the rest of the group members with some response latency. Cross-correlation, however, assumes a linear dependence, and is sensitive to noise [17]. Further, the assumption of an underlying model, the inherent stochasticity of the group response, and varying time delays caused by speed changes [18] hamper the possibility of robustly inferring directed leader-follower relationships.

We posit an alternative model-free approach toward inferring leader-follower relationships through the measurement of the amount of information transfer within pairs of individuals. This concept is grounded in information theory, where the notion of information is modeled using a theoretic construct called entropy [19]. Entropy of a random variable quantifies the degree of uncertainty in predicting its value. For example, if the fish orientation is represented as a random variable, a turn, compared to straight swimming, would represent higher uncertainty. In an information theoretic sense, this implies that turns impart more entropy to the fish trajectory.

Once the time evolution of a given system is represented using a stochastic process, the information flow between a pair of such systems can be used to pinpoint leader-follower relationships, in which net information is transferred from one system (leader) to the other (follower). Leaders are thus expected to play a causal role on the followers [20], which would imply that the orientation of a follower fish is driven by the orientation of the leader fish. Model-free measures such as transfer entropy or conditional mutual information are often utilized to quantify information flow and help infer causality between the systems. These and related information theoretic measures have contributed to an improved understanding of the dynamics of complex networks [20–22], neuronal connectivity in brain [23, 24], and causal relationships in weather forecasting [25], stock market analysis [26], social media [27], and animal behavior [28–31].

Toward generating datasets that are free from experimental uncertainties where leadership roles may be inconsistent or time-varying, we adapt a stochastic model of zebrafish (*Danio rerio*) locomotion [32] to include pairwise interactions [33] and calibrate it using empirical data. Zebrafish is an emerging animal model and a species of choice in preclinical research for its genetic similarity with humans and reduced neurobiological complexity with respect to mammals [34–36]. Being a highly social organism, it holds a key similarity to humans in its tendency to interact with conspecifics [34, 37]. Different from larger teleosts, zebrafish swimming is composed of sporadic bursts of the tail that are followed by coasting phases, during which zebrafish swim forward without beating their tail [38–40]. This burst-and-coast swimming style results in a complex time evolution for their body orientation, in which large spikes in the turn rate (sudden changes of the orientation) are superimposed to small fluctuations [32, 41, 42]. Social behavior in zebrafish is measured in the form of preference [37], cohesion [43], and coordination [39, 44] among individuals, and is often associated with efficient foraging and anti-predator advantages.

We test the hypothesis that information transfer, measured through the notion of transfer entropy, can be used to identify leader-follower relationships in zebrafish. The extent and direction of the leader-follower coupling between the fish is systematically varied across a wide parameter range to demonstrate the accuracy and reliability of transfer entropy in inferring leadership. We compare our information-theoretic model-free approach with classical time lag analysis, based on cross-correlation, and extreme-event synchronization [45].

The outline of the paper is as follows. In Section II, we introduce the notion of transfer entropy and detail its use in quantifying information flow between two dynamical systems. Section III provides a background on the method of extreme-event synchronization. We then describe the zebrafish swimming model in two dimensions (2D) with pairwise interactions in Section IV. In Section V, we classify the relationships between simulated pairs of zebrafish using transfer entropy extreme event synchronization and cross-correlation. In Section VI, we present a further study, where we analyze the effect of variations in the coupling gains on each of the classification measures considered in Section V. We discuss open challenges that should be addressed to extend these results to groups of more than two zebrafish in Section VII, and conclude in Section VIII with a summary of main results and future work.
II. QUANTIFYING INFORMATION TRANSFER

In information theory, the amount of uncertainty contained in a random variable $X$ is quantified using the entropy $H(X)$ defined as [55]

$$H(X) = - \sum_{x \in \mathcal{X}} p(x) \log p(x),$$  \hspace{1cm} (1)

where $p(x) = P(X = x)$ is the probability of $X$ taking the value $x$ in the set $\mathcal{X}$ containing all the possible realizations of $X$. The joint and conditional entropy of two random variables $X$ and $Y$ are similarly defined as [55]

$$H(X,Y) = - \sum_{x \in \mathcal{X}, y \in \mathcal{Y}} p(x,y) \log p(x,y),$$

$$H(X|Y) = - \sum_{x \in \mathcal{X}, y \in \mathcal{Y}} p(x,y) \log p(x|y).$$  \hspace{1cm} (2)

Information in this sense can be interpreted as “a measure of how much choice is involved in the selection of the event or of how uncertain we are of the outcome” [19], and high uncertainty implies more information. Two random variables that are not independent are expected to share common information. This quantity is called the mutual information

$$I(X;Y) = H(X) + H(Y) - H(X,Y).$$  \hspace{1cm} (3)

Mutual information is symmetric, that is, $I(X;Y) = I(Y;X)$. Conditional mutual information, which quantifies the shared information between $X$ and $Y$, given another variable $Z$ is computed as [56]

$$I(X;Y|Z) = H(X|Z) + H(Y|Z) - H(X,Y|Z).$$  \hspace{1cm} (4)

We employ transfer entropy to measure information transfer between pairs of simulated and experimental fish. Using $X$, and $Y$ to denote two different time series, modeled as stochastic processes $\{X_k\}_{k \in \mathbb{N}}$, and $\{Y_k\}_{k \in \mathbb{N}}$, transfer entropy $\text{TE}_{Y \rightarrow X}$ is an asymmetric quantity that measures the reduction in uncertainty of predicting $X_k$ given $Y_k$. Transfer entropy represents the mutual information between $Y_k$ and $X_k$ conditioned on a previous instance of $X_k$. 

![Diagram](image.png)

FIG. 1. Transfer entropy quantifies the relationship between two processes $X$ and $Y$, where knowledge of one process reduces the uncertainty in the other. In the example above, arrows denote direction of information flow, where process $Y$ is said to cause the process $X$ in the sense of Granger [54], where past values of $Y$ helps predict future values of $X$. 

assuming the processes are Markov chain of order one [56, 57]. Specifically [55]

\[
\text{TE}_{Y \rightarrow X} = \sum_{x_k \in X_k, x_{k-1} \in X_{k-1}, y_{k-1} \in Y_{k-1}} \frac{p(x_k | x_{k-1}, y_{k-1}) \log \frac{p(x_k | x_{k-1}, y_{k-1})}{p(x_k | x_{k-1})}}{p(x_k | x_{k-1})}
\]

(5)

where \(p(x_k | x_{k-1}, y_{k-1})\) denotes the probability of \(x_k\) given \(x_{k-1}\) and \(y_{k-1}\). Net transfer entropy is computed as \(\text{TE}_{Y \rightarrow X} - \text{TE}_{X \rightarrow Y}\). This quantity is used in our work to infer causal, leader-follower relationships between the systems, whereby net transfer entropy would be positive if \(Y\) is driving \(X\), that is, if \(Y\) is a leader and \(X\) a follower.

Transfer entropy is measured by estimating the joint probability densities in (5) using binning methods [56] or kernel density estimators [58]. A binning approach is sensitive to bin width, which controls the amount of smoothing, and the start point of the first bin, which affects the shape of the histogram [59]. To guarantee robustness of results over varying bin-widths, we computed transfer entropy over a range of bin widths varying between 0.03–0.40.

III. QUANTIFYING SYNCHRONICITY AND EVENT DELAY BETWEEN EXTREME EVENTS

![Diagram showing extreme-event synchronization](image)

FIG. 2. Extreme-event synchronization quantifies the synchronicity between extreme events in two processes with varying delays. Two extreme events within \(\xi\) time of each other are considered synchronous.

Extreme-event synchronization is used to measure the synchronicity between extreme events and is robust to varying delays [45, 60]. For a pair of time series, \(X\), and \(Y\), a second set of time series denoting extreme events only, may be constructed by setting a threshold. Specifically, we assemble a new pair of series \(t^x_i\) and \(t^y_j\), \(i = 1, \ldots, m_x\) and \(j = 1, \ldots, m_y\), where \(t^x_i\) denotes the \(i\)-th instance where the value of \(X\) crossed the set threshold. Given a time lag \(\xi\)
that is permitted between two synchronous extreme events, the quantity [45]

\[ c^X(X|Y) = \sum_{i=1}^{m_x} \sum_{j=1}^{m_y} J_{ij}^x, \]  

where

\[ J_{ij}^x = \begin{cases} 
1 & \text{if } 0 < t_i^x - t_j^y \leq \xi \\
1/2 & \text{if } t_i^x = t_j^y \\
0 & \text{otherwise}, \end{cases} \]

counts the number of extreme events in \( Y \) that occur immediately prior to an extreme event in \( X \). Similarly, \( c^Y(Y|X) \) counts the number of times an extreme event appears in \( X \) shortly before in \( Y \). The symmetric and asymmetric quantities [45]

\[ Q_\xi = \frac{c^X(Y|X) + c^X(X|Y)}{\sqrt{m_x m_y}}; \ q_\xi = \frac{c^Y(Y|X) - c^X(X|Y)}{\sqrt{m_x m_y}} \]

capture the event synchronicity and event delay between the extreme events in the pair of time series. In particular, \( 0 \leq Q_\xi \leq 1 \), where \( Q_\xi = 1 \) implies that the events are completely synchronous, and \(-1 \leq q_\xi \leq 1 \), where \( q_\xi = 1 \) implies that extreme events in \( X \) always occur prior to those in \( Y \).

IV. MODELING ZEBRAFISH INTERACTIONS

Following [32, 41, 46], we model each zebrafish as a jump persistent turning walker (JPTW). Briefly, zebrafish turn rate is modeled as a stochastic mean-reverting jump diffusion process, where the turn rate tends to revert towards its mean in the long term under the influence of noise [47]. The rate of reversion and the degree of stochasticity are parameterized through a linear time decay and an additive noise, with the latter composed of a jump process superimposed on a Wiener process that models the burst-and-coast swimming style. The JPTW is extended to model fish pairs by incorporating response functions in the diffusion process, so that the mean turn rate of each fish would not decay to zero but to a value that is controlled by the relative location of the other fish [33, 48, 49].

Specifically, denoting the instantaneous 2D position of zebrafish \( i = 1, 2 \), at time \( t \) by \( \mathbf{r}_t^{(i)} \), and orientation by \( \phi_t^{(i)} \) (rad), for constant speed \( v^{(i)} \) (cm s\(^{-1}\)), the fish motion is described by

\[ \dot{\mathbf{r}}_t^{(i)} = v^{(i)} \begin{bmatrix} \cos \phi_t^{(i)} \\ \sin \phi_t^{(i)} \end{bmatrix}; \ \dot{\phi}_t^{(i)} = \omega_t^{(i)}, \]  

where a superimposed dot indicates derivative with respect to time. The instantaneous turn rate \( \omega_t^{(i)} \) (rad s\(^{-1}\)) evolves according to a stochastic differential equation [32]

\[ d\omega_t^{(i)} = -\eta_t^{(i)} \left( \omega_t^{(i)} - \omega_{t-\tau}^{(i)} \right) dt + \sigma_t^{(i)} dW_t^{(i)} + dJ_t^{(i)}, \]  

where \( \eta_t^{(i)} \) (s\(^{-1}\)) is the reversion rate; \( \omega_{t-\tau}^{(i)} \) (rad s\(^{-1}\)) is the response function [33]; \( \tau = 10 \) ms is the response latency which is related to the time required to complete a turn [50]; \( dW_t^{(i)} \) are increments of a standard Wiener process corresponding to zero-mean Gaussian random variables with time-increment \( dt \) as variance; \( \sigma_t^{(i)} \) (rad s\(^{-3/2}\)) scales the noise intensity of the Wiener process \(^1\); \( J_t^{(i)} \) is the jump term modeled as a compounded Poisson process, such that

\[ J_t^{(i)} = \sum_{k=1}^{n_t} Z_k^{(i)}, \]  

where \( n_t - n_r \), where \( r \leq t \), is a Poisson random variable with parameter \( \lambda^{(i)}(t - r) \); \( \lambda^{(i)} \) (s\(^{-1}\)) being the frequency of jumps; and \( Z_k^{(i)} \) is a zero-mean Gaussian random variable with variance \( \left( \gamma^{(i)} \right)^2 \) (rad\(^2\) s\(^{-2}\)).

To compute the response function, we denote the instantaneous distance between the two fish by \( d_t = \| \mathbf{r}_t^{(1)} - \mathbf{r}_t^{(2)} \| \), the relative orientation of fish \( j \) with respect to fish \( i \) by \( \phi_t^{(i,j)} = \phi_t^{(j)} - \phi_t^{(i)} \), and the angular position of \( j \) with respect

\(^1\) Note the unfortunate typo in [32, 41, 49, 51], where the units of noise intensity are erroneously written as rad s\(^{-1}\).
FIG. 3. Schematic of a zebrafish pair with superimposed notation.

to \( i \) by \( \theta_t^{(i,j)} \) (Fig. 3). The response function is

\[
\omega_{\tau}^{(i)} = \left[ 1 + \cos \left( \theta_t^{(i,j)} \right) \right] \left[ k_p^{(i)} v^{(i)} \sin \left( \phi_t^{(i,j)} \right) + k_v^{(i)} \frac{d}{dt} \sin \left( \theta_t^{(i,j)} \right) \right],
\]

where \( k_p^{(i)} \) (rad m\(^{-1}\)s\(^{-1}\)) and \( k_v^{(i)} \) (rad m\(^{-1}\)) are the gain parameters for attraction and alignment respectively [33]. Different from [49, 51], the speed is assumed to be constant in time irrespective of the relative position of the fish with respect to each other. To simulate leader-follower pairs, with fish \( i \) as the leader, \( k_p^{(i)} \) and \( k_v^{(i)} \) are set to zero [52]. For leaderless pairs, \( k_p^{(1)} = k_p^{(2)} \) and \( k_v^{(1)} = k_v^{(2)} \).

V. CLASSIFYING PAIRS OF SIMULATED ZEBRAFISH

In a first simulation study, the gains \( k_p \) and \( k_v \) are each fixed to contrast fish behavior in the presence and absence of a leader, and thus assess the accuracy of each method to detect leaders in zebrafish pairs. The values \( k_p = 5.72 \text{ rad m}^{-1}\text{s}^{-1} \) and \( k_v = 31.9 \text{ rad m}^{-1} \) for the follower fish are chosen to exemplify a strong coupling between the fish, whereby these are the largest values we observed in our model calibration (details in Appendix A).

Simulations of zebrafish pairs are run according to equations (8–10), integrated using Euler-Maruyama approximation [53], with a time-step length of 10 ms for 120 seconds each. The role of leader is attributed to a particular fish by setting its coupling strength gains to zero, representing unidirectional interaction (Fig. 4). Since transfer entropy estimation from time-series is sensitive to sampling rate [28, 61], the sensitivity is determined by estimating
FIG. 4. Sample time trace trajectories of simulated fish, 10 seconds long, for leader-follower (a) and leaderless (b) pairs, with corresponding turn rates in the inset. Arrows are marked at the same instants in time for each fish.

the conditional entropy for different sampling rates. A sampling time (different from the simulation time-step length) of 0.2 seconds is selected, which marks the value beyond which there is no significant increase in conditional entropy (Fig. B1). All model parameters, except the coupling gains for alignment and attraction, are sampled uniformly from a range within one standard deviation of the average values obtained after fitting the model to experimental data (details in Appendix A). For computing transfer entropy, the $X$ and $Y$ processes in (5) are selected as $\sin(\phi_{t}^{(1)})$ and $\sin(\phi_{t}^{(2)})$, where the sine serves to wrap the value of the orientation smoothly within a $[-1,1]$ range, ensuring that the density functions share the same support [58]. For extreme-event synchronization, fish turn rates are processed to create the time series $t_{x}^{i}$ and $t_{y}^{i}$ by isolating extreme values for each fish. Specifically, a threshold equal to three times the standard deviation over the average noise intensity is used to index the times when extreme events occurred. These time series are then used to compute event synchronicity $Q_{\xi}$ and event delay $q_{\xi}$ as in (7). The value of $\xi$ for which successive peaks in the turn rates of different fish should be considered synchronous is set to 20 ms. This value corresponds to the sum of the response latency and the time required by a fish to attain its maximum angular velocity during a turn [50].

In addition to the methods of transfer entropy and extreme-event synchronization, we also evaluate the datasets with classical time lag analysis using cross-correlation. To compute time lag, fish orientation trajectories are split into two-second segments and cross-correlated to obtain the time lag that maximized the cross-correlation [15]. The average time lag $t_{\times}$ across segments is used to infer the anticipation of swimming direction by a single fish. A negative value, for example, when fish 1 trajectory is cross-correlated with fish 2, implies that on average fish 1 orientation preceded that of fish 2.

The different methods for inferring leadership—time lag from cross-correlation, event delay from extreme-event synchronization, and net transfer entropy—are compared by using the value from each method as a classifier on 200 datasets, 100 each for leader-follower pairs and leaderless pairs, obtained by setting $k_{p} = 5.72 \text{rad m}^{-1}\text{s}^{-1}$ and $k_{v} = 31.9 \text{rad m}^{-1}$ for both. For each method, a threshold value of time lag, event delay, and net transfer entropy is selected to assess a pair. Note that a leaderless pair can be classified falsely as leader-follower in either direction; thus the magnitude of the classifier is first used to differentiate leaderless from leader-follower pairs. Specifically, for each of the classifiers, the absolute value of the measure is tested against a selected threshold to identify the existence of a leader-follower pair and then the prediction of which of the fish is a leader, or follower, is compared with the ground truth.

For example, in the case of cross-correlation, a fish pair is classified as leader-follower if the absolute time lag is
more than a given threshold; once established, the sign of the time lag is used to check for a true or false positive. Similarly, in the case of event-synchronization, a threshold on the event delay is utilized to classify leader-follower pairs. Finally, with net transfer entropy as a classifier, first the bin-width that results in maximum difference between leader-follower pair and leaderless pairs over the range of bin-widths is identified, and then a threshold on the value of net transfer entropy for that bin-width is used to identify leader-follower pairs.

To evaluate the dependency of the performance on the threshold value, a range of thresholds values are selected for each classifier based on the extremes beyond which there is no appreciable change in accuracy. The minimum value of threshold is set to 0.01 for all classifiers to be consistent with the simulation time-step length. The accuracy of a classifier at a given threshold is defined as

\[ \text{Acc} = \frac{\text{true positive} + \text{true negative}}{\text{total number of test datasets}}. \]  

(11)

The accuracy at each threshold is in turn used to create a receiver operating characteristic (ROC) curves of the three classifiers [62]. An ROC curve provides a visual analysis of the accuracy of a classifier by plotting the true positive rate versus false positive rate for a range of thresholds. Points on the diagonal at 45° represent 50% accuracy, implying that the classifier is able to discriminate between true and false positives only half the time. Points away from the diagonal towards upper left corner represent better accuracy.

The net information transfer as measured by the difference in transfer entropy is more for leader-follower than leaderless pairs (Fig. 5). This result holds across all bin widths, with the maximum difference at bin-width 0.1. Net transfer entropy at this bin width is used to classify leader-follower relationships.
Figure 6 compares the three classifiers—time lag, event delay, and net transfer entropy—across different thresholds for inferring the presence of leadership using ROC curves (accuracy versus threshold for each classifier shown separately in Fig. B2). Net transfer entropy is found to be most accurate for classifying leader-follower relationships in simulated pairs of zebrafish. A threshold of 0.01 is found to be least accurate for both transfer entropy and time lag reaching 53% accuracy and a threshold value of 0.02 is found to be least accurate for event delay reaching 51% accuracy. The maximum accuracy for each of the methods is 87.5% for transfer entropy at a threshold value of 0.17, 53.5% for event delay at a threshold of 0.011, and 72.5% for time lag at a threshold of 0.08.

Transfer entropy has been used in fish behavioral studies to study predator-prey interactions in [30], and to elucidate the influence of a robotic stimulus on zebrafish behavior [28, 29, 31]. In the predator-prey study, transfer entropy is
FIG. 7. Net transfer entropy, event delay ($q_\xi$), and time lag as a function of attraction and alignment gains $k_p$ and $k_v$. measured between a prey fish, *Rhodeus ocellatus*, and a predator fish, *Channa argus*, as they interact in an annular tank. In the robot studies, an externally actuated, preprogrammed replica was used to impose a unidirectional interaction toward live subjects, but was likely not perceived as a leader. Differently from these studies, where the nature of the interaction was not known, here we create leader-follower pairs by assigning empirically justified interaction parameters. This formulation affords the systematic analysis of the association between information flow, as measured by transfer entropy, and coupling gains, which is a first, necessary step toward the analysis of leader-follower relationships in fish schools.

VI. VARIATIONS IN COUPLING GAINS

To verify if a classifier is a reliable measure of leadership at varying coupling strengths, we systematically vary the gains in the intervals $k_v = [0, 31.9]$ rad m$^{-1}$ and $k_p = [0, 5.72]$ rad m$^{-1}$ s$^{-1}$. These intervals represent the range of values obtained after fitting the model to experimental data. All other model parameters, including fish speed, are set equal to the average values obtained after fitting the model to experimental data (Table I in Appendix A).

To measure the strength of association, a correlation coefficient is computed between attraction and alignment gains, and each classifier. Specifically, 5 values of $k_p$ and 10 values of $k_v$ are selected to create 50 possible combinations of coupling gains to assign to the follower fish. Each of the three classifiers are then computed for all combinations. For each classifier, the correlation coefficient is calculated between all 50 values and the corresponding $k_v$ or $k_p$ values. Statistical significance is set at $p < 0.05$.

Figure 7 shows the variation in each of the classifiers as a function of attraction and alignment gains. Both net transfer entropy ($r = 0.251, p = 0.079$), and event delay ($r = -0.266, p = 0.062$) tend to correlate with the attraction gain, $k_p$, even if the correlation fails to reach statistical significance. On the other hand, time lag ($r = -0.106, p = 0.464$) is not correlated with the attraction gain (Fig. B3). With respect to alignment gain, $k_v$, net transfer entropy ($r = 0.561, p < 0.01$), and event delay ($r = 0.399, p < 0.01$) are both found to be correlated, while time lag is not ($r = 0.133, p = 0.359$).

Live zebrafish are expected to exhibit variability in their tendency to align and approach shoal members [63]. These tendencies are captured here by the variation in alignment and attraction coupling gains. Since we measure information transfer via change in orientation, it is likely that the classifier measures are more correlated to alignment gain, which directly maps the orientation to the desired turn rate in the response function (10), than the attraction gain. At the same time, the strong correlation of net transfer entropy with alignment gain demonstrates the feasibility of comparing the strengths of the causal relationships between different fish pairs towards reconstructing weighted dynamic networks [64].

VII. LEADERSHIP IN LARGER GROUPS

In its classical form, transfer entropy has at least two limitations that may affect its use to apprehend leader-follower relationships. First, fish behavioral response may be associated with information transfer through cues characterized by widely different temporal scales [39], which are difficult to resolve using the approach presented here. For example, fish may exhibit fear response in the form of a C- or S-start that occurs on the order of milliseconds [50], or in the
form of cessation of movement called freezing [39], that evolves over a few seconds [68]. Information transfer can be measured at multiple time-scales by incorporating a wavelet-based extension of transfer entropy [69], where wavelet coefficients of each process are used to define embedding vectors that are in turn used to compute transfer entropy. A second limitation is related to the data-intensive nature of this measure, which requires large datasets to compute reliable estimates of probability densities [70]. In this context, it may be beneficial to reduce the data dimensionality while preserving the essential dynamics. For instance, in the fish-robot interaction studies performed in [28, 29, 31] the dimension along the tank where the robot exhibits maximum variability in motion is utilized to compute transfer entropy, and in [30], a circular arena is divided into sixteen distinct compartments by partitioning along the angular and radial coordinates.

Extending this approach to groups of more than two individuals entails estimating net transfer entropy between pairs of fish, and then assessing leader roles by comparing across pairs. However, the identification of leader-follower pairs is likely to be subject to ambiguity from the possibility of indirect information transfer [71]. For instance, in a three-fish shoal, where fish 1 is a leader for 2 and 2 is a leader for 3, measuring information transfer through successive pairwise comparisons may suggest that a direct influence of fish 1 on 3. This is addressed in [71] by generalizing the notion of transfer entropy to include the extra information provided to a system by the other processes. The key challenge of this approach is the need of large dataset to accurately estimate probability density functions from empirical observations, which may be difficult to obtain in experimental observations. In a recent study, covert leaders were identified within simulated swarms on the basis of average conditional transfer entropy [72], which is transfer entropy conditioned on another process in order to remove its effect [73, 74], and was found to be less for leaders than followers [72].

VIII. CONCLUSIONS

Fish schools have been considered for a long time as egalitarian societies [1, 4], in which coordination spontaneously emerges in response to external environmental stimuli. Recent studies have identified a number of behavioral and physiological variabilities among school members [6, 7, 11, 63, 65]. Such individual variations may be responsible for the appearance of leadership in the school [11]. However, understanding the causes and consequences of leadership is an open problem in the study of fish social behavior [52, 66]. Recent advances in vision-based, non-invasive fish tracking [67] have fueled a number of investigations to understand leader-follower relationships from individual trajectory data [15]. One way in which leadership can be inferred from trajectory observation is to identify the initiation of path-altering maneuvers within the group [11, 15]. However, such maneuvers typically last only a few milliseconds, with the time in between successive instances likely subject to specific traits of the individual. Further, the order in which they appear may not be preserved due to environmental disturbances, thus diluting the stability of individual roles across time segments.

Here, we demonstrate a new model-free information-theoretic approach to identify leader-follower relationships in zebrafish pairs from trajectory data. To reduce the effect of experimental confounds in the validation of our approach, we considered synthetic data of zebrafish pairs swimming in 2D. This dataset is generated by integrating the JPTW paradigm for zebrafish swimming with the social interaction model proposed in [33]. We compared our methodology with alternative techniques based on classical cross-correlation and nonlinear time-series analysis. Specifically, we classified trajectory datasets of leader-follower and leaderless pairs using: i) the model-free approach of measuring net transfer entropy; ii) extreme-event synchronization that assumes an underlying model for the occurrence of extreme events (sudden changes in orientation) in the trajectory data, and iii) time lags from cross-correlation. Our results show that net transfer entropy is the most accurate classifier to distinguish between leader-follower and leaderless pairs. Further, net transfer entropy correlates with the coupling strength of alignment for a wide parameter range, offering a reliable measure of leadership.

While our approach is demonstrated for the zebrafish animal model, the analysis can be extended to other social fish species and, in general, to other social organisms interacting through non-verbal cues. For example, the approach could be extended to pedestrian traffic, flocking birds, and herding ungulates. Our focus on zebrafish is motivated by the importance of this species in preclinical research, where it is rapidly becoming a species of choice for the analysis of functional and dysfunctional processes in humans [34, 36, 75]. As a result, a detailed understanding of the social behavior of this species bears a scientific value which may extend beyond this freshwater species, to unravel the neurobiological underpinnings of leader-follower interactions. We hypothesize that the possibility of interfering with zebrafish behavior using psychoactive compounds and genetic manipulations [35, 37], technological breakthroughs in high-throughput behavioral observations of zebrafish behavior [39, 76, 77], and advancements in the robust classification of social interactions will be critical for an improved understanding of leadership. Future work will seek to extend our approach to larger groups swimming in three dimensions, exploring the translational potential of the zebrafish model organism.
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Appendix A: Further details on the model of zebrafish interactions

1. Experiments

![Sample fish trajectories, 10 seconds long, within the 90 cm diameter circular experimental area, with corresponding turn rates in the inset. Locations where turn rate is more than three standard deviations of the average turn rate are marked with red circles. Dataset obtained from [49].](image)

The experimental dataset, collected as part of a previous study [49], comprises trajectories of pairs of zebrafish, filmed in a 120 cm × 120 cm tank using an overhead camera. Figure A1 shows sample trajectories with fast turns highlighted. A ring of diameter 90 cm was used to isolate a circular region within the tank where the fish were released. The fish were filmed at 30 frames per second as they swam in clear shallow water for twenty minutes, with the last ten minutes used for analysis. Individual fish were tracked using a multi-target tracking system [15], and the trajectories were verified and fixed manually if needed.

2. Model calibration

Combined, equations (8), (9), and (10) have seven parameters per fish (reversion rate, noise intensity, jump frequency, jump intensity, attraction gain, alignment gain, and speed), which should be determined using experimental data. Similar to [32, 41] we use nonlinear optimization to fit experimental data to each fish to the model. Specifically, with experimental trajectory data consisting of position $\mathbf{r}_k^{(i)}$, and orientation $\phi_k^{(i)}$ (represented by instantaneous direction of motion) sampled at time-steps $t_k$, $k = 1, 2, \ldots$, that are $\Delta t$ apart, we compute the separation distance $d_k$, relative orientation $\phi_k^{(i,j)}$, and angular position $\theta_k^{(i,j)}$ as described in Section IV. Individual fish speed $v^{(i)}$ is set to the average speed during the experiment. These values are then used to estimate the turn rate $\omega_k^{(i)}$ in (8) and response function $\omega_{k-1}^{(i)}$ in (10). To find the parameters $\Theta^{(i)} = \left(\eta^{(i)}, \sigma^{(i)}, \gamma^{(i)}, \lambda^{(i)}, k_v^{(i)}, k_p^{(i)}\right) \in \mathbb{R}^6$, that best describe the change in turn rate in a maximum likelihood sense, we then minimize the sum of negative logarithms of the likelihood.
function \( \mathcal{L} \left( \omega_k^{(i)} \mid \omega_{k-1}^{(i)}, \Theta^{(i)} \right) \) over all time-steps using \textit{fmincon} routine in MATLAB (R2014b; MathWorks, Natick, MA, USA).

![Diagram](image)

**FIG. A2.** Verification of the interaction model through the computation of the turning acceleration with respect to fish position in the body frame \([18, 49]\) across all experimental (a) and simulated data (b). In the 2D histogram, \((0,0)\) denotes the focal fish position, and the ordinate points in the direction of focal fish direction of motion. Each point \((x,y)\) on the histogram represents an average of the turning acceleration of the focal fish across all times and all datasets, when the neighboring fish is in the \((x, y)\) location. A simulation with the same model parameters obtained after the calibration is run per experimental dataset. Mean turning acceleration versus left-right distance (c) is shown for experimental (black) and simulated (blue) data, where each point on the graph represents a mean of all values across front-back distance for a given left-right distance from the focal fish. Color-bar has the same scale as the plot in (c), from \(-0.04\) to \(0.06\) m s\(^{-2}\).

In particular, denoting a Gaussian probability density function (pdf) with mean \(\mu\) and variance \(\text{var}\), evaluated at \(\omega\), as \(\mathcal{N}(\omega; \mu, \text{var})\), the likelihood function is \([32, 33]\)^2

\[
\mathcal{L} \left( \omega_k^{(i)} \mid \omega_{k-1}^{(i)}, \Theta^{(i)} \right) = \left( 1 - \lambda^{(i)} \Delta t \right) \mathcal{N} \left( \omega_k^{(i)} ; \mu^{(i)} \left( \omega_{k-1}^{(i)}, \Delta t \right) \right) + \lambda^{(i)} \Delta t \mathcal{N} \left( \omega_k^{(i)} ; \mu^{(i)} \left( \omega_{k-1}^{(i)}, \Delta t \right) + \sigma^{(i)} \right),
\]

where

\[
\mu^{(i)} \left( \omega_{k-1}^{(i)}, \Delta t \right) = \omega_{k-1}^{(i)} e^{-\eta^{(i)} \Delta t} + \sigma^{(i)} \left( 1 - e^{-\eta^{(i)} \Delta t} \right),
\]

and

\[
\text{var}^{(i)} \left( \Delta t \right) = \frac{\left( \sigma^{(i)} \right)^2}{2 \eta^{(i)}} \left( 1 - e^{-2 \eta^{(i)} \Delta t} \right).
\]

Parameter values are constrained so that \(\eta^{(i)} \in [1, 2]\) s\(^{-1}\), \(\sigma^{(i)} \in [1, 5]\) rad s\(^{-3/2}\), and \(\gamma^{(i)} \in [1, 5]\) rad s\(^{-1}\) based on previously reported data \([32]\). The jump frequency is constrained as \(\lambda^{(i)} \in [0.9, 1.1] \lambda_0^{(i)}\) on the basis of the value \(\lambda_0^{(i)}\) (s\(^{-1}\)) measured from trajectory data. The quantity \(\lambda_0^{(i)}\) corresponds to the frequency of jumps in the turn rate of the \(i\)-th fish, which is estimated as the ratio between the number of time-steps when the absolute value of the turn rate is more than three standard deviations above the average and the total time duration of those time-steps. Note that \(\lambda^{(i)} \Delta t\) measures the probability of a jump in the turn rate per time-step. The values of \(k_p^{(i)}\) and \(k_v^{(i)}\) are constrained in the broad range \([0, 100]\) rad m\(^{-1}\) s\(^{-1}\) and \([0, 100]\) rad m\(^{-1}\) respectively.

A total of 17 datasets, each comprising 10 minutes of trajectory data for two fish is used to obtain 34 sets of parameter values. To avoid extreme values in turn rate due to false measurements, points in fish trajectory where the absolute turn rate is more than 15 rad s\(^{-1}\) were removed \([51]\). This threshold is selected on the basis of maximum

\[\text{Note the unfortunate typo in [32, 41], where the variance is erroneously multiplied by } \Delta t \text{ in the likelihood function and discrete-time approximation.}\]
TABLE I. Parameter values obtained after calibrating the stochastic model for individual fish with interaction to data from 17 experiments, each with two fish. Average and standard deviation are computed over 34 parameter values. Note that the average speed refers to the entire dataset, beyond the 54 minutes used for calibration.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\eta)</td>
<td>Reversion rate</td>
<td>1.69 ± 0.32 s(^{-1})</td>
</tr>
<tr>
<td>(\sigma)</td>
<td>Noise intensity</td>
<td>1.12 ± 0.18 rad s(^{-3/2})</td>
</tr>
<tr>
<td>(\lambda)</td>
<td>Jump frequency</td>
<td>0.50 ± 0.09 s(^{-1})</td>
</tr>
<tr>
<td>(\gamma)</td>
<td>Jump intensity</td>
<td>1.60 ± 0.40 rad s(^{-1})</td>
</tr>
<tr>
<td>(k_p)</td>
<td>Attraction gain</td>
<td>1.29 ± 1.51 rad m(^{-1})</td>
</tr>
<tr>
<td>(k_v)</td>
<td>Alignment gain</td>
<td>12.56 ± 7.41 rad m(^{-1})</td>
</tr>
<tr>
<td>(v)</td>
<td>Speed</td>
<td>0.09 ± 0.02 m s(^{-1})</td>
</tr>
</tbody>
</table>

observed turn rate measured indirectly from zebrafish swimming videos recorded at 5 frames per second [49, 51]. Such points correspond to less than 2% of the total data. Further, to avoid wall effects and large changes from average speed that are not modeled by equations (8), (9), and (10), portions of trajectory where either fish is within 2 body lengths of the boundary wall, or individual speed is more than one standard deviation away from the average speed, are ignored. This corresponded to 67% of the total dataset, leaving approximately 54 minutes of swimming time for calibration. Figure A1 shows pair of trajectories from two sample datasets with corresponding turn rates. Table I presents the average parameter values obtained after performing the model calibration. The difference in noise intensity and jump frequency values from previous studies on single zebrafish [32, 41] suggests that the presence of conspecifics affects the burst-and-coast swimming style of zebrafish.\(^3\)

TABLE II. Parameter values after calibrating the stochastic jump model with interaction to each experimental dataset. For each parameter, the two columns correspond to the two different fish.

<table>
<thead>
<tr>
<th>(\eta) (s(^{-1}))</th>
<th>(\sigma) (rad s(^{-3/2}))</th>
<th>(\lambda) (s(^{-1}))</th>
<th>(\gamma) (rad s(^{-1}))</th>
<th>(k_p) (rad m(^{-1})s(^{-1}))</th>
<th>(k_v) (rad m(^{-1}))</th>
<th>(v) (m s(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.08 2.00</td>
<td>1.01 1.00</td>
<td>0.49 0.55</td>
<td>1.40 1.70</td>
<td>0.00 0.22</td>
<td>9.00 9.31</td>
<td>0.08 0.06</td>
</tr>
<tr>
<td>2.00 2.00</td>
<td>1.00 1.00</td>
<td>0.57 0.59</td>
<td>1.14 1.34</td>
<td>1.35 0.00</td>
<td>8.84 5.72</td>
<td>0.06 0.06</td>
</tr>
<tr>
<td>1.56 1.55</td>
<td>1.00 1.00</td>
<td>0.45 0.58</td>
<td>1.20 1.37</td>
<td>1.32 0.48</td>
<td>9.76 9.76</td>
<td>0.13 0.13</td>
</tr>
<tr>
<td>1.65 1.60</td>
<td>1.04 1.04</td>
<td>0.47 0.39</td>
<td>1.66 1.65</td>
<td>0.00 5.14</td>
<td>15.11 7.97</td>
<td>0.08 0.08</td>
</tr>
<tr>
<td>1.42 1.43</td>
<td>1.25 1.27</td>
<td>0.45 0.41</td>
<td>1.86 1.83</td>
<td>0.00 0.00</td>
<td>16.72 15.63</td>
<td>0.08 0.09</td>
</tr>
<tr>
<td>1.51 2.00</td>
<td>1.18 1.00</td>
<td>0.39 0.54</td>
<td>1.55 1.42</td>
<td>5.73 1.77</td>
<td>13.70 11.39</td>
<td>0.10 0.11</td>
</tr>
<tr>
<td>1.77 2.00</td>
<td>1.12 1.00</td>
<td>0.51 0.68</td>
<td>1.38 1.28</td>
<td>0.58 2.80</td>
<td>16.02 5.55</td>
<td>0.06 0.06</td>
</tr>
<tr>
<td>2.00 2.00</td>
<td>1.00 1.00</td>
<td>0.55 0.57</td>
<td>1.30 1.30</td>
<td>2.52 1.35</td>
<td>9.04 8.65</td>
<td>0.08 0.08</td>
</tr>
<tr>
<td>1.71 1.08</td>
<td>1.46 1.65</td>
<td>0.60 0.40</td>
<td>2.15 2.64</td>
<td>0.00 3.25</td>
<td>17.88 31.19</td>
<td>0.06 0.07</td>
</tr>
<tr>
<td>1.21 1.47</td>
<td>1.21 1.00</td>
<td>0.52 0.41</td>
<td>2.87 1.43</td>
<td>2.29 1.78</td>
<td>26.50 5.33</td>
<td>0.08 0.08</td>
</tr>
<tr>
<td>2.00 2.00</td>
<td>1.00 1.00</td>
<td>0.70 0.43</td>
<td>1.12 1.23</td>
<td>0.00 2.59</td>
<td>14.16 3.72</td>
<td>0.08 0.09</td>
</tr>
<tr>
<td>1.32 1.85</td>
<td>1.32 1.00</td>
<td>0.37 0.55</td>
<td>1.86 1.26</td>
<td>3.89 0.00</td>
<td>25.02 13.83</td>
<td>0.07 0.07</td>
</tr>
<tr>
<td>1.33 1.54</td>
<td>1.09 1.00</td>
<td>0.62 0.34</td>
<td>1.51 1.63</td>
<td>1.96 0.07</td>
<td>17.25 9.70</td>
<td>0.10 0.10</td>
</tr>
<tr>
<td>1.87 2.00</td>
<td>1.61 1.09</td>
<td>0.56 0.46</td>
<td>1.99 1.25</td>
<td>0.00 1.70</td>
<td>7.76 7.90</td>
<td>0.08 0.08</td>
</tr>
<tr>
<td>1.63 2.00</td>
<td>1.00 1.49</td>
<td>0.51 0.52</td>
<td>1.99 2.15</td>
<td>0.49 1.87</td>
<td>3.31 0.66</td>
<td>0.13 0.16</td>
</tr>
<tr>
<td>2.00 1.00</td>
<td>1.00 1.09</td>
<td>0.71 0.30</td>
<td>1.21 1.47</td>
<td>0.09 0.00</td>
<td>5.50 31.90</td>
<td>0.11 0.13</td>
</tr>
<tr>
<td>2.00 1.96</td>
<td>1.07 1.17</td>
<td>0.57 0.47</td>
<td>1.74 1.59</td>
<td>0.54 0.00</td>
<td>16.86 16.55</td>
<td>0.09 0.09</td>
</tr>
</tbody>
</table>

3. Model selection

Compared to a model that does not include jumps as well as interaction, equation (9) includes four additional parameters, two for modeling the jump frequency and intensity and two for the interaction gains. To verify model

\(^3\) Note that in [32, 41] \(\lambda\) is defined with respect to the time-step, so that the values presented therein should be multiplied by a 24 to compare with data in Table I; see experimental setup in [15].
selection, we accordingly use the Akaike information criterion (AIC) [78], that penalizes the number of parameters, \( n_p \), to measure the model capability in fitting the data. Specifically, we compute the AIC for three model representations of fish turning rate: first a simple Ornstein-Uhlenbeck process comprising two parameters, a reversion rate \( \eta \) and noise intensity \( \sigma \) for each fish; second an interaction model without jumps as used in [48] that consists of four parameters; and third the combined interaction model with jumps.

For each model and corresponding likelihood function, \( \text{AIC} = -2 \ln(\arg\max_x \mathcal{L}) + 2n_p \). In the case of finite sample sizes, the corrected AIC value, which accounts for the number of samples, \( n_s \), is \( \text{AIC}_c = \text{AIC} + \frac{2n_s(n_s + 1)}{(n_p - n_s - 1)} \). Table III shows the AIC values for each of the three models. A one-way ANOVA comparison between the average AIC between models shows that an interaction model with jumps has a significantly lower \( \text{AIC}_c \) than a model that does not incorporate either jump or interaction (\( p < 0.001, F(2, 99) = 6.72 \)). Posthoc comparison using Fisher’s honest significant difference test shows that AIC value of interaction with jump is significantly lower than the other two models.

<table>
<thead>
<tr>
<th>Model</th>
<th>( # ) of parameters</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>No interaction, no jumps</td>
<td>2</td>
<td>96.7 ± 104.2</td>
</tr>
<tr>
<td>Interaction, no jumps</td>
<td>4</td>
<td>100.6 ± 104.3</td>
</tr>
<tr>
<td>Interaction with jumps</td>
<td>6</td>
<td>12.0 ± 64.9</td>
</tr>
</tbody>
</table>

4. Model performance

To verify model integrity in comparison to experimental data, we compute turning acceleration defined as the component of acceleration perpendicular to the direction of motion as a function of neighbor position [18, 49]. Specifically, in a pair of fish, acceleration of the focal fish is projected onto a moving body frame whose origin lies on the fish position, and one of the axis, called the speeding axis, lies in the direction of motion; the axis normal to the speeding axis, called the turning axis, completes the frame. Turning acceleration is the component of fish acceleration that is projected on the turning axis. For a left (respectively right) position of the neighbor fish, the interaction model (10) adds a positive (respectively negative) value to the desired turn rate; this is reflected in the experimental data as well as the simulated data (Fig. A2).

Appendix B: Additional figures
FIG. B1. Conditional entropy $H(X_k|X_{k-1})$, as a function of sampling time between steps. The conditional entropy increases significantly with increase in sampling time until 0.2 seconds. Error bars denote mean and standard deviation over 8 simulations.

FIG. B2. Accuracy for each of the three classifiers—net transfer entropy, event delay, and time lag—as a function of threshold value.
FIG. B3. Correlation of net transfer entropy, event delay, and time lag with alignment and attraction coupling gains. Correlation with alignment gain is performed over a range of attraction gains for each value. Similarly, correlation with attraction gain is computed over a range of alignment gains for each value. For alignment gain, all classifiers except time lag are correlated. For attraction gain, none of the classifiers are correlated.


