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Analysis of hydrodynamic fluctuations in heterogeneous adjacent multidomains in
shear flow

Xin Bian,∗ Mingge Deng, Yu-Hang Tang, and George Em Karniadakis†

Division of Applied Mathematics, Brown University, Providence, Rhode Island 02912, USA

We analyze hydrodynamic fluctuations of a hybrid simulation under shear flow. The hybrid
simulation is based on the Navier-Stokes (N-S) equations on one domain and Dissipative Particle
Dynamics (DPD) on the other domain. The two domains overlap and there is an artificial boundary
for each domain within the overlapping region. To impose the artificial boundary of the N-S solver,
a simple spatial-temporal averaging is performed on the DPD simulation. In the artificial boundary
of the particle simulation, four popular strategies of constraint dynamics are implemented, namely,
the Maxwell buffer [Hadjiconstantinou and Patera, International Journal of Modern Physics C,
1997, 08, 967], the relaxation dynamics [O’Connell and Thompson, Physical Review E, 1995, 52,
R5792], the least constraint dynamics [Nie et al, Journal of Fluid Mechanics, 2004, 500, 55; Werder
et al, Journal of Computational Physics, 2005, 205, 373], and the flux imposition [Flekkøy et al,
Europhysics Letters, 2000, 52, 271] to achieve a target mean value given by the N-S solver. Going
beyond the mean flow field of the hybrid simulations, we investigate the hydrodynamic fluctuations
in the DPD domain. To this end, we calculate the transversal autocorrelation functions of the
fluctuating variables in k-space, to evaluate the generation, transport and dissipation of fluctuations
in the presence of a hybrid interface. We quantify the unavoidable errors in the fluctuations, due to
both the truncation of the domain and the constraint dynamics performed in the artificial boundary.
Furthermore, we compare the four methods of constraint dynamics and demonstrate how to reduce
the errors in fluctuations. The analysis and findings of this work are directly applicable to other
hybrid simulations of fluid flow with thermal fluctuations.

PACS numbers: 47.11.St, 47.61-k, 05.40.Ca, 05.20.Jj.

I. INTRODUCTION

Despite the recent advances in high performance
computer simulations in multiscale fluid mechanics, a
monolithic microscopic or mesoscopic simulation would
be computationally prohibitive. On the contrary, a
continuum-based simulation may be very efficient, but
often lacks many details such as thermal fluctuations, ac-
curate constitutive equations, and correct boundary con-
ditions, to name but a few. Hence, a hybrid simulation,
which combines the detailed dynamics of a fine model and
the computational efficiency of a coarse model, seems to
be a good candidate to simulate multiscale problems.

In the last two decades, many attempts have been
made to couple two levels of descriptions for fluids [1–14].
In particular, the majority of the hybrid simulations fol-
low the framework of the domain decomposition method
(DDM) with two overlapping subdomains [15]. In each
subdomain, a different solver is selected in conjunction
with an artificial boundary within the overlapping region.
With time advancing, each artificial boundary is updated
by the interior values of the other subdomain and the
computation proceeds in each subdomain, alternatively.
The quantity of interest has been often the mean field
variables, such as velocity, density, and stress, which are
sufficient from the continuum perspective. Surprisingly,
the corresponding thermal fluctuations were simply con-
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sidered as unwanted noises to be filtered out. However,
the thermal fluctuations are one of the most prominent
features at micro- and meso-scales and in some cases the
driving mechanism for the dynamics of colloids, poly-
mers and biological cells [16–22]. Simply filtering out the
fluctuations would ignore a large portion of the physics
unique to micro- and meso-scales. There are a few works,
where thermal fluctuations were indeed allowed to prop-
agate through the hybrid interface [7, 8]. Nevertheless,
a quantitative method of analyzing the thermal fluctua-
tions is still lacking and we do not know if the fluctuations
are accurately reproduced in the presence of a hybrid in-
terface.

In this work, we analyze some of the previously pro-
posed methods and focus primarily on the thermal fluc-
tuations. To this end, we consider hybrid simulations of
a simple shear flow, where the flow in one subdomain is
described by a N-S solver using a finite difference method
(FDM). On the other subdomain we employ a mesoscopic
dissipative particle dynamics (DPD) solver. In the over-
lapping region, we select four methods for the constraint
dynamics in the artificial boundary of the DPD simula-
tion. They are the Maxwell buffer [2], the relaxation dy-
namics [1], the least constraint dynamics [4, 5] and the
flux imposition [3, 8] methods. To date, there has not
been a consensus as to which of the four methods is most
effective, as they are all capable of generating accurate
mean profiles.

To quantify the error in thermal fluctuations, we cal-
culate the transversal autocorrelation functions (TACFs)
of the fluctuating variables in k-space, that is, the spa-
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tial Fourier transform of the fluctuations. The TACFs
indicate if the fluctuations are generated, transported
and dissipated correctly [23, 24]. In a periodic shear
flow, the TACFs can be obtained analytically by solving
the linearized fluctuating hydrodynamics [25]. Firstly,
we compare the TACFS of DPD simulations with the
theory in Lees-Edwards boundary conditions [26]. Sub-
sequently, in wall-bounded shear flow, we examine the
TACFs of hybrid simulations by taking the results of full
DPD simulations as reference. We compare the errors
of the TACFs among the four methods of constraint dy-
namics quantitatively and also discuss how to reduce the
errors in thermal fluctuations in the hybrid simulations.
The same analysis is applicable to other methods of con-
current coupling, such as one between a continuum solver
and a molecular dynamics with the Lennard-Jones po-
tential. This study on simple fluid is also a fundamental
step towards evaluating various coupling algorithms in a
more complex fluid, involving soft matter whose dynam-
ics depends strongly on thermal fluctuations and related
correlations.

The rest of the paper is organized as follows. In Sec-
tion II, we introduce briefly the DPD and FDM methods,
and further explain some details about the concurrent
coupling of the two methods. Some conceptual compar-
isons are made and mean flow profiles of hybrid simu-
lations are obtained. In Section III, analytical expres-
sions for TACFs under periodic shear flow are given and
validated by DPD simulations. Furthermore, in wall-
bounded shear flows, TACFs from hybrid simulations and
full DPD simulations are compared in detail and errors
in fluctuations from hybrid simulations are quantified. In
particular, sources of errors in the fluctuations are identi-
fied. In Section IV, we summarize our findings. Further
details about boundary conditions in particle simulations
are given in Appendix A.

II. THE MULTISCALE MODEL

We follow the framework of the DDM [15], which
enables coupling of two solvers of partial differential
equations. Similarly, we couple two heterogeneous fluid
solvers in two subdomains with an overlapping region, as
sketched in Fig. 1. In one subdomain, we select the DPD
method as the mesoscopic solver. In the other subdo-
main, we have the FDM as the continuum solver. Next,
we shall describe the two methods and elaborate on the
details of the coupling, especially the four methods of
implementing the constraint dynamics in the artificial
boundary of the particle simulation.

FIG. 1: (Color online) Sketch of the domain
decomposition method and time stepping. The left-top

part of the figure is about time stepping while the
right-bottom part is about decomposition of the

simulation domain. Subdomain Ω1 is described by a
dissipative particle dynamics (DPD) simulation, while
subdomain Ω2 is described by a finite different method
(FDM). The whole domain is bounded by two no-slip
walls ∂Ω1 and ∂Ω2, at y = y0 and y1, respectively. An
artificial boundary Γ1 : [yb, ya] applies to the DPD and
an artificial boundary Γ2 : y = ye applies to the FDM.
A hybrid reference line is defined at y = yr, at which
the global solution is pieced together by combining
results from DPD below yr and results from FDM

above yr. FDM runs with time step ∆t and DPD runs
with time step δt, where ∆t = Nsδt and Ns is a positive

integer. Time integrations of FDM and DPD are
staggered. The arrows between two time axes indicate

information passing. The communication time step
between the two simulations is ∆tcomm = ∆t.

A. Dissipative particle dynamics (DPD)

For convenience, as reference we define some simple
notations

rij = ri − rj ,

vij = vi − vj ,

eij = rij/rij , rij = |rij |, (1)

where ri, vi are position and velocity of particle i; rij ,
vij are relative position and velocity of particles i and j;
rij is the distance of the two and eij is the unit vector
pointing j to i. We consider the classical DPD method,
which has three pairwise forces described as follows [27–
29],

FCij = aWC(rij)eij , (2)

FDij = −γWD(rij)(eij · vij)eij , (3)

FRij = σWR(rij)θijeijδt
−1/2, (4)
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where coefficients a, γ, and σ reflect the strength of in-
dividual forces; WC , WD, and WR are weighting func-
tions that monotonically decay with relative distance rij ;
θij = θji is a Gaussian white noise with

< θij(t) > = 0, (5)

< θij(t)θkl(t
′) > = (δikδjl + δilδjk) δ(t− t′), (6)

where δij is the Kronecker δ and δ(t − t′) is the Dirac δ
function. The DPD version of the fluctuation-dissipation
theorem reads as

WD(rij) =
[
WR(rij)

]2
, (7)

2kBTγ = σ2, (8)

which warrants the Gibbs canonical ensemble [28]. A
typical form of the weighting kernel is suggested as [28–
30]

WC,R(rij) =

{
(1− rij/rc)k, rij < rc,
0, rij ≥ rc.

(9)

Following Ref. [31], we take a = 25.0, σ = 3.0, γ = 4.5,
rc = 1 and kBT = 1.0; k = 1 for WC and k = 0.25
for WR; particle mass m = 1, number density n = 3.0
and mass density ρ = mn = 3.0. For this particular set
of input parameters, the kinematic viscosity of the fluid
measures as ν = 0.54 in DPD units. The velocity Verlet
time integrator is employed [24, 29] and δt = 0.005. At
equilibrium, the relaxation time of DPD is about 180δt,
after which the velocity autocorrelation function of par-
ticles decays below 1.5%.

B. Finite difference method (FDM)

Since we wish to focus on the thermal fluctuations, a
simple shear flow is sufficient as a test-bed. Therefore, in
the continuum case the momentum equation reduces to
be one dimensional as

ρ
∂V x

∂t
=
∂τxy

∂y
, (10)

τxy = η
∂V x

∂y
, (11)

where the flow is along the x direction and the velocity
gradient is along the y direction. The velocity of the
continuum is capitalized to distinguish it from that of
the particle simulation. We implement a one dimensional
FDM along y, where the velocity is defined at each grid
point indexed by integer I and the stress is defined in
the middle between each two neighboring grid points, as
sketched on the right side of Fig. 1. For time integration,
we choose a forward-Euler scheme. Therefore, we have

ρ
V xI (t+ ∆t)− V xI (∆t)

∆t
=
τxyI+1/2 − τ

xy
I−1/2

∆y
, (12)

τxyI−1/2 = η
V xI − V xI−1

∆y
, (13)

τxyI+1/2 = η
V xI+1 − V xI

∆y
, (14)

with dynamic viscosity η = νρ and time step ∆t ≤ ∆y2

2ν
for stability. The dynamic viscosity and density are
η = 1.62 and ρ = 3.0, respectively, consistent with the
particle simulation. We take ∆y = 1 and ∆t = 0.9,
which satisfies the stability condition while is still no less
than the relaxation time of the particle dynamics, that
is, ∆t = Nsδt = 180δt. All the values in the FDM are
also expressed in the DPD units.

C. Concurrent coupling between particle dynamics
and continuum description

For a hybrid simulation, the coupling is done along the
y direction, as indicated in Fig. 1. The hybrid reference
line is fixed at yr = 10 and the global solution combines
the solution of the particle simulation below yr and the
solution of the continuum above yr. The subdomain of
DPD spans [0, 10]× [0, 10] in x and z direction. In y di-
rection, it ranges from y0 = 0 to ya. In a wall-bounded
domain, there is a wall boundary ∂Ω1 with the no-slip
condition applied at y = y0. Technical details on bound-
ary conditions of DPD are given in Appendix A. An
artificial boundary Γ1 for particle dynamics is located at
yb ≤ y < ya and its size is fixed as ya − yb = rc = 1.
The default location of Γ1 is between yb = yr = 10 and
ya = 11, and we shall study its effects at different loca-
tions on the results in Section III B. The one dimensional
FDM ranges from ye = 8 to y1 = 30 in y direction. No-
slip condition applies at y1 and the artificial boundary
Γ2 for the velocity is located at ye.

The time integrations of the two simulations are stag-
gered. To minimize the lag time of information exchange
[11], we take ∆tcomm = ∆t = 180δt. More specifically,
the particle simulation integrates with time step δt from
t = t − 3∆t/2 to t = t −∆t/2. To impose the artificial
boundary Γ2 for the continuum (P → C) at t − ∆t, it
is straightforward to perform simple spatial averaging on
particle velocities between yd ≤ y < yc, and thereafter
temporal averaging over t− 3∆t/2 < t ≤ t−∆t/2 as

Ve =
1

Ns

Ns∑
j=1

1

Ncd

Ncd∑
i=1

vi. (15)

Here, Ncd is the instantaneous number of particles lo-
cated in cell P → C and Ns = ∆t/δt = 180. Further-
more, the region P → C is centered at ye with a thickness
of rc = 1, therefore, yc = 8.5 and yd = 7.5.

Once Ve is updated at t − ∆t, the FDM integrates
one step from t − ∆t to t. Its new solutions Va and Vb
at ya and yb, respectively, are passed to particle simu-
lations and are further utilized in various ways (by the
constraint dynamics as explained later) to set the artifi-
cial boundary Γ1 of the particle simulation from t−∆t/2
to t + ∆t/2. Meanwhile, the DPD simulation integrates
with time step δt from t − ∆t/2 to t + ∆t/2. After-
wards, again Eq. (15) is applied to impose Ve of Γ2 at
t. The alternation of imposing artificial boundaries and
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the staggered integrations of the two simulations repeat
until the end of the hybrid simulation.

Due to the truncation of the subdomain for the DPD
simulation, an average pressure must be imposed on the
truncation line y = ya inwards. We follow Refs. [5, 31] to
calculate an average conservative force FCave(yi), which
reflects the effects outside ya in the continuum limit.
FCave(yi) is position-dependent and applies to particles
with ya−yi < rc distance from ya in the interior, that is,
particles in Γ1. Technical details on calculating FCave(yi)
are given in Appendix A. This approach proves to in-
duce negligible density oscillations near the boundary
[5, 31]. The imposed FCave(yi) is an averaged force and
does not completely prevent particles from leaving to out-
side. Hence, we further apply a specular reflection at ya
if a particle goes outside of ya. We note that FCave(yi)
and the specular reflection at ya are associated with the
truncation of the particle subdomain.

There is no unique way to impose the artificial bound-
ary in Γ1 (C → P ) from t−∆t/2 to t+∆t/2, as many ex-
tra degrees of freedom on particles are underdetermined.
The usual strategy is to perform a constraint dynamics
on each particle i in Γ1 in such a way that

1

NΓ1

NΓ1∑
i=1

vi = V Γ1
, (16)

is satisfied at every δt or on average over Nsδt and ther-
mal fluctuations are affected as little as possible. Here,
NΓ1

is the instantaneous number of particles in Γ1 and
V Γ1 is the average velocity of the continuum solutions in
the same region. In this case, V Γ1 = (Va + Vb)/2 at time
t.

In the following, we will employ four methods of con-
straint dynamics in Γ1. Since we deal primarily with one-
dimensional shear flow, we use scalar variables instead of
vector ones. The constraint of the particle dynamics is
always performed in x direction of the flow, and therefore
the index for x is omitted. Velocities in y and z directions
are not altered by the constraint dynamics.

1. Maxwell buffer

The Maxwell buffer was first proposed in Ref. [2] as

vi = Vi + δvi, (17)

Vi = Vb + (Va − Vb)(yi − yb)/∆y, (18)

where a deterministic component Vi is obtained by a lin-
ear interpolation between the values on the two nearest
grid points Va and Vb. Under the assumption of a lo-
cal equilibrium for DPD, the stochastic component δvi is
drawn from a Maxwell-Boltzmann distribution at a given
temperature kBT = 1,

p(δvi) =

√
m

2πkBT
exp

[
−m(δvi)

2

2kBT

]
. (19)

It is simple to see that Eqs. (17) and (18) satisfy di-
rectly the constraint posed in Eq. (16). Moreover, the x
components of the usual interacting forces FCij , F

D
ij and

FRij are completely ignored for updating the velocities of
particles in Γ1.

2. Relaxation dynamics

A relaxation dynamics method was proposed in the
first paper of hybrid simulations on liquid flow as [1],

v̇i =
Fi
m

+
ε

δt

V Γ1
− 1

NΓ1

NΓ1∑
j=1

vj

 , (20)

where Fi is the usual total particle force on particle i.
The rest of the terms on the right hand side act as a re-
laxing force, which drives each particle i in Γ1 towards
the average velocity V Γ1 over δt/ε time period. In Ref.
[1], the continuum has the same time step as that of the
particle simulation, that is, ∆t = δt. Moreover, the relax-
ation parameter is chosen as ε = 0.01 for the particular
properties of the fluid simulated in Ref. [1], where the
authors argue that a smaller value of ε provides inade-
quate coupling while a larger value may lead to excessive
damping of thermal fluctuations.

3. Principle of least constraint

By taking the extremum of the time integral of the
Lagrangian for the particles in Γ1, which is subject to
the non-holonomic constraint in Eq. (16), the equation
of motion (EoM) for each particle i in Γ1 is according to
Ref. [4]

v̇i =
Fi
m
− 1

NΓ1

NΓ1∑
j=1

Fj
m

+
1

δt

V Γ1
− 1

NΓ1

NΓ1∑
j=1

vj

 .(21)

Instead of repeating the derivation for Eq. (21) as in
Ref. [4], we may arrive at the same expression from an-
other perspective. To satisfy the constraint in Eq. (16),
an extra body force F bΓ1

is introduced dynamically at ev-
ery time step δt such that [5]

v′Γ1
= vΓ1

+
δt

NΓ1
m

(FΓ1
+ F bΓ1

), (22)

where vΓ1
is the average velocity and FΓ1

is the total
force in Γ1 due to particle interactions,

vΓ1
=

1

NΓ1

NΓ1∑
j=1

vj , (23)

FΓ1
=

NΓ1∑
i=1

Fj . (24)
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To satisfy Eq. (16), we set v′Γ1
= V Γ1

, and therefore, we

obtain an expression for the body force F bΓ1
as

F bΓ1
=
NΓ1

m

δt
(V Γ1

− vΓ1
)− FΓ1

,

=
NΓ1

m

δt
(V Γ1

− 1

NΓ1

NΓ1∑
j=1

vj)−
NΓ1∑
j=1

Fj . (25)

The value of F bΓ1
is dynamic and may vary at every δt.

If we spread the body force F bΓ1
from Eq. (25) evenly on

NΓ1 particles in Γ1, it gives exactly the same EoM as in
Eq. (21) for each particle i.

4. Imposition of flux

The exchange of flux for dense fluids was first pro-
posed in Ref. [3]. Rather than constraining the state
variables directly, as done in the previous three methods,
this method imposes flux at the truncation line ya of the
subdomain of particle simulation. Therefore, the EoM of
particles in Γ1 reads

v̇i =
Fi
m

+ F x(yi), (26)

F x(yi) = τxya Aλ(yi), (27)

where A = Lx × Lz is the surface area of the truncation
and τxya is the shear stress at ya from the continuum.
The distribution function λ(yi) of the shear force on each
particle must be normalized

λ(yi) = g(yi)/

NΓ1∑
j=1

g(yj), (28)

where g(y) is an arbitrary function so that λ(y) diverges
at y = ya and decays to zero as y approaches yb from ya.

If we assume that there is a locally linear shear flow
within Γ1, which is a reasonable assumption for many
flow problems, then the distribution function λ(y) may
be defined better than an arbitrary one [32]. By assuming
a locally linear shear flow, we can work out the continuum
limit of the shear forces on line ya from particles within
Γ1. By setting the shear force on ya from particles equal
to the continuum solution of FDM at ya, we have an
identity as follows

Aτxya =

∫ rc

0

AdγD(h)hγ̇dh, (29)

where h is the distance of particle i from ya (h = ya−yi),
and γ̇ is an arbitrary shear rate, while γD(h) has the
same expression as that of the averaged dissipative force
from the exterior of an interface, as given in Appendix A.
Eq. (29) holds for an arbitrary shear rate γ̇. Therefore,
given a shear stress τxy from the continuum solution of
FDM, the distribution of shear force on each particle i is
independent of γ̇ as

F x(yi) = B0τ
xy
a γD(h)h, (30)

 0

 0.2
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 0.6
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 0  0.2  0.4  0.6  0.8  1

F
x

h/rc

B0γ
D

(h)h

FIG. 2: Position-dependent shear force F x on a DPD
particle from the constraint dynamics of flux-imposition:
h is the distance of a DPD particle from the truncation

line ya (see Fig. 1) and the quantity of F x is for one
unit of shear stress τxya given by the FDM solution.

where B0 = 0.776 is a normalization constant for the par-
ticular DPD fluid considered. For one unit of shear stress
τxya , the distribution function of shear force on particles
in Γ1 is illustrated in Fig. 2. We note that the imple-
mentation here resembles the flux boundary condition in
Ref. [33].

5. Some remarks on different methods of constraint
dynamics

The Maxwell buffer in Eq. (17) does not consider any
inherent fluctuations of particles in Γ1 and it simply shuf-
fles the velocity of particles according to a Gaussian dis-
tribution. In this sense, it is the “strongest” constraint
among others.

The approaches of relaxation and least constraint dy-
namics in Eqs. (20) and (21) are very similar ideas.
The prominent feature of the relaxation dynamics is
that it does not exclude the total net acceleration∑NΓ1
i=1 Fi/(NΓ1m) in Γ1, whereas it has a flexible parame-

ter ε to achieve both the targeted mean and little pertur-
bations to the fluctuations. However, the choice of ε may
cause practical difficulties. For different fluids and flow
conditions, ε has to be tuned by trial simulations. In the
hybrid simulations shown later, we have ∆t = 180δt and ε
is tuned to be 0.02 to satisfy Eq. (16) best over 180δt. In
contrast, the approach in Eq. (21) applies the principle
of least constraint in classical mechanics [34] to solve the
non-holonomic constraint problem of Eq. (16) at every
δt. Its practical implementation is very straightforward.
Neither the relaxation dynamics nor the least constraint
dynamics differentiates operations on individual particle
i within the artificial boundary Γ1.

The motivation of flux exchange is more fundamental
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than that of the other three methods. The former consid-
ers the conservation of flux across the truncation line of
the subdomain while the other three consider the match-
ing of state variables (e.g. velocity) of the two solvers.
The flux-exchange method does not require the two flu-
ids from the two subdomains to be identical. Therefore,
two fluids may have different properties, such as viscosi-
ties. In this work, we focus on the fluctuations of particle
dynamics, therefore, we have two identical fluids and use
the flux boundary only on particle simulations (C → P ).
The artificial boundary for the continuum (P → C) is
achieved always by matching the state variables as in
Eq. (15).

D. Mean flow profiles of hybrid simulations

We perform four sets of hybrid simulations for wall-
bounded shear flow, where each of the four methods on
constraint dynamics is applied on the artificial bound-
ary Γ1 of particle simulations. The bottom wall is held
still and the upper wall moves with vw = 3. The to-
tal box length is Ly = 30 in the y direction, therefore,
γ̇ = 0.1. We show two examples of transient velocity
profiles in Fig. 3, where particles on Γ1 are constrained
by the relaxation dynamics and flux imposition meth-
ods. The relaxation parameter in the former is tuned to
be ε = 0.02. For each velocity profile at time t, the finite
difference solution is taken directly at t while the DPD
solutions are average over 180δt between t − ∆t/2 and
t + ∆t/2. The error bars indicate standard deviation of
20 individual and identical hybrid simulations. The er-
ror is small due to the large number of particles in 3D
particle simulation for this 1D flow problem. Both the
relaxation dynamics and flux imposition couple particle
simulations well together with continuum with regard to
the mean profiles. The methods of Maxwell buffer and
least constraint dynamics achieve very similar accuracy
so we do not show the results here.

We wish to examine the influence of the four methods
of constraint dynamics on the hydrodynamic fluctuations
in the hybrid simulations. Therefore, we shall briefly
introduce the theory on fluctuation correlations.

III. TRANSVERSAL AUTOCORRELATION
FUNCTIONS OF FLUCTUATIONS IN SHEAR

FLOW

At equilibrium, it is well known that the correlation
functions (CFs) of hydrodynamic fluctuations in k-space
(spatial Fourier transform) encode the generation, trans-
port, and dissipation of fluctuations [23, 24]. Analytical
solutions of the linearized fluctuating hydrodynamics are
also available to validate the results of particle simula-
tions. Previously, it has been shown that (smoothed)
dissipative particle dynamics (DPD) simulations can re-
produce accurately various CFs [13]. At nonequilibrium,

 0
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FIG. 3: (Color online) Velocity profiles of transient
Couette flow by hybrid simulations of DPD coupled

with FDM. (a) Relaxation dynamics with ε = 0.02. (b)
Imposition of flux. Data from bottom to top are

according to t = 36, 72, 144, 288 and 720, respectively.

the CFs of hydrodynamic fluctuations may also be solved
analytically for the steady state of periodic shear flow.
We revisit some analytical results and give references for
the detailed derivations. In particular, we focus on the
transversal autocorrelation functions (TACFs), which are
completely characterized by the shear mode and shear
rate.

Suppose we have a simple shear flow in the x direc-
tion, the velocity gradient is along the y direction, and
the vorticity is along the z direction; the shear rate is
γ̇. The usual periodic boundary conditions apply in the
x and z directions while periodic boxes along the y di-
rection shift ±Lyγ̇t, above and below the principal box,
respectively. Therefore, if a particle crosses y = Ly/2 to
outside, it enters the principal box again at y = −Ly/2
with x shifted −Lyγ̇t, and vx shifted by −Lyγ̇; if the
particle crosses y = −Ly/2 to outside, it enters the prin-
cipal box again at y = Ly/2 with x shifted Lyγ̇t, and
vx shifted by Lyγ̇. Furthermore, the x and z positions
are always wrapped into the principal box due to the
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periodic boundaries. This is the so-called Lees-Edwards
boundary condition [26], which recovers the usual peri-
odic boundary condition when γ̇ = 0. At equilibrium,
it is isotropic in every direction. Therefore, once a wave
vector k is selected, the two transversal directions are
identical. However, at nonequilibrium with shear flow,
the two transversal directions are anisotropic and need
to be differentiated. Let us define ex, ey and ez as three
unit vectors, which are along x, y, and z direction in
the Cartesian coordinate, respectively. Thus, the mean
profile of shear flow at steady state is characterized by
vx = γ̇y with vy = vz = 0. Suppose the initial wave vec-
tor is chosen as k0 = kxex + kyey + kzez = (kx, ky, kz).
We define another three orthogonal unit vectors e1, e2

and e3 in such way that e1 is along k and e2,3 are per-
pendicular to k,

e1 = k0/k0, (31)

e2 = [ey − (e1 · ey)e1] /k⊥, (32)

e3 = e1 × e2, (33)

where k0 = |k0|, k⊥ = (k2
x + k2

z)1/2/k0 and ey is taken
as reference to define the first transversal direction e2.
Note that subscript x, y, or z refers to the fixed Cartesian
coordinate, while subscript 1, 2, or 3 refers to the wave
vector coordinate.

By considering moderate shear rate γ̇ <∼ νk2
0, cross cor-

relations may be neglected [25, 35, 36]. To account for the
advection of the shear, let k(t) = (kx, ky − γ̇tkx, kz) de-
note the time dependent wave vector and k(t) = |k(t)|.
Hence, the three unit wave vectors in Eqs. (31), (32),
and (33) are time-dependent as well. The evolutions of
the fluctuating variables in k-space can be solved via the
perturbation theory [25] and therefore, the normalized
transversal autocorrelation functions (TACFs) read as
[36]

CT1
(k, t) =

< ṽ2(k, t)ṽ2(k, 0) >

< ṽ2
2(k, 0) >

=

(
k0

k(t)

)
e−να(k,t), (34)

CT2
(k, t) =

< ṽ3(k, t)ṽ3(k, 0) >

< ṽ2
3(k, 0) >

= e−να(k,t). (35)

Here, ṽ2 and ṽ3 are the spatial Fourier transform of the
two fluctuating velocity components along e2 and e3, re-
spectively, which are perpendicular to the wave vector
direction e1. Moreover, α is defined as

α(k, t) = k2
0t− γ̇kxkyt2 +

1

3
γ̇2k2

xt
3. (36)

It is simple to see that if γ̇ = 0, k = (kx, ky, kz) and
α(k, t) = k2t. Therefore, Eqs. (34) and (35) are identical
and degenerate to the solutions at equilibrium [13, 23,
24].

In particle simulations, we define the fluctuating veloc-
ity δv(x, t) = (δvx(x, t), δvy(x, t), δvz(x, t)) of a particle

at location x : (x, y, z) and time instant t under simple
shear flow, so

δvx(x, t) = vx(x, t)− γ̇y,
δvy(x, t) = vy(x, t),

δvz(x, t) = vz(x, t). (37)

The TACFs in k-space are calculated as

< ṽσ(k, t)ṽσ(k, t+ τ)>=

1

Ns

Ns∑
s=1

ṽσ(k, t)ṽσ(k, t+ τ),(38)

where the transversal directions correspond to σ = 2 and
3 and Ns is the number of independent simulation runs.
The Fourier transform in space is defined as

f̃(k, δv(x, t)) =
1

Np

Np∑
j=1

δv(xj , t)e
−ik(t)·xj(t), (39)

ṽσ(k, t) = f̃(k, δv(x, t)) · eσ (40)

where j is particle index andNp is the number of particles
in each simulation. Note that fluctuating velocities are
projected on unit vectors in the wave vector coordinate
via Eq. (40) after been transformed in Eq. (39).

At equilibrium, there is no time origin, therefore time
averaging may be performed before ensemble averaging
in Eq. (38) so that accurate statistics are obtained. At
nonequilibrium, however, it is generally much more ex-
pensive to reduce the statistical errors of TACFs, due to
the time dependence of k(t) and eσ(t).

A. DPD simulations under shear flow with
Lees-Edwards boundary condition

To verify the theory, we perform DPD simulations in a
box of [0, Lx]× [−Ly/2, Ly/2]× [0, Lz] so that the mean
velocity vx = γ̇y is consistent with the theory. Periodic
boundary conditions are applied in x and z directions
while along the shear gradient in y direction we apply
the Lees-Edwards boundary condition. In practice, we
utilize an implementation of the deforming triclinic box
[37] for the Lees-Edwards boundary condition. In molec-
ular dynamics, it is the so-called SLLOD dynamics for
the canonical ensemble [38]. The technical difference
is that DPD has a built-in pairwise thermostat while
MD relies on various classical thermostats, such as the
Nóse-Hoover thermostat. Input parameters and proper-
ties of DPD fluids are the same as given in Section II A.
Lx = Ly = Lz = 10.

1. Wave vector perpendicular to the shear plane:
k0 = (0, 0, kz)

If we take the initial wave vector k0 = (0, 0, 2π/Lz),
then k(t) ≡ k0. Therefore, the two transversal directions
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FIG. 4: (Color online) Transversal autocorrelation
function in logarithmic-linear scale: k0 = (0, 0, 2π/Lz)

for γ̇ = 0 and 0.1. Error bars for γ̇ = 0 indicate
standard error of 200 independent simulations while for

γ̇ = 0.1 of 10000 independent simulations.

are isotropic and the same as in equilibrium. The shear
rate is taken as γ̇ = 0.1. Results of the simulations are
compared with the theory for the first transversal direc-
tion in Fig. 4. Although the time origin for γ̇ = 0.1 is the
same for this particular wave vector, we treat the time
origin differently when performing the post-processing
just as for a general wave vector. Therefore, we perform
only ensemble averaging and the error bar for γ̇ = 0.1 is
relative larger.

It is evident that the TACFs for equilibrium and
nonequilibrium are equivalent, when the wave vector k(t)
is along the z direction. The other TACFs are the same
and hence we do not show the results here.

2. Wave vector in the shear plane: k0 = (kx, 0, 0)

If we take the initial wave vector k0 = (2π/Lx, 0, 0),
then k(t) = (2π/Lx,−γ̇t2π/Lx, 0) becomes a time-
dependent two-dimensional vector to account for the ad-
vection of the shear flow. Therefore, the two TACFs
in Eqs. (34) and (35) are anisotropic. The shear rate
is again taken as γ̇ = 0.1. Results of the simulations
are compared with the theory for the two transversal di-
rections in Fig. 5, where overall good agreement is ob-
served. In this case, the decaying exponent is α(k, t) =
k2

0t+ γ̇2k2
xt

3/3. Therefore, the TACFs of nonequilibrium
shear flow signify the equilibrium behavior α(k, t) ∼ k2

0t
at short time whereas they show a more advective be-
havior α(k, t) ∼ γ̇2k2

xt
3/3 at long time. We note the two

different intercepts with time axis on the two plots of Fig.
5, which indicates a stronger decay for the first transver-
sal direction due to the k0/k(t) term in Eq. (34). We
note again that both time and ensemble averaging are
performed for the equilibrium case, whereas only ensem-
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FIG. 5: (Color online) Transversal autocorrelation
functions in logarithmic-linear scale: k0 = (2π/Lx, 0, 0)

for γ̇ = 0 and 0.1. (a) δvy and e2 = ey. (b) δvz and
e3 = ez. Error bars for γ̇ = 0 indicate standard error of
200 independent simulations while for γ̇ = 0.1 of 10000

independent simulations.

ble averaging is performed for the nonequilibrium case.
Therefore, the error bar for γ̇ = 0.1 is relative larger.

B. Hybrid simulations of wall-bounded shear flow

Since we are primarily interested in the fluctuations of
hybrid simulations, we re-examine the hybrid simulations
in Section II D and focus on the fluctuating velocities in
the shear flow at steady state.

If there is any artifact on the fluctuations in the hy-
brid simulations, it must be most evident in the vicinity
of the interface region. Therefore, we select to examine
region Γe with 2rc thickness slab just below the hybrid
reference line yr. The examined region ranges in [0, Lx]
and [0, Lz] in the other two periodic directions, respec-
tively. For reference of the “true fluctuations”, we run
full DPD simulations in a box of [0, 10]× [0, 30]× [0, 10],
which covers the whole domain of the hybrid simulations,
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FIG. 6: (Color online) Sketch for a full particle
simulation versus a hybrid particle-continuum

simulation in wall-bounded shear flow. Left: full DPD
simulation in the whole domain. Right: hybrid

simulation of concurrent coupling between DPD and
FDM. To reduce the errors in thermal fluctuations, a

gap region is introduced between the artificial boundary
Γ1 and the interior: yb − yr = rgap. The fluctuations in
the shadowed regions Γe with thickness 2rc adjacent to
the hybrid reference line yr are examined and compared

with each other.

as sketched in Fig. 6. Fluctuations in the two geograph-
ically identical regions Γe are compared with each other.

As seen earlier, the wave vector k(t) is time-dependent
to account for the shear flow. If we take an initial
wave vector with component kx 6= 0 or ky 6= 0, then
ky(t) = ky − γ̇tkx 6= 0 for an arbitrary t. However, the
wall bounded shear flow considered in Section II D does
not allow for a straightforward Fourier transform with pe-
riodic basis in the y direction. Therefore, we focus only
on the initial wave vectors knw0 = (0, 0, 2nwπ/Lz). As the
constraint dynamics in Γ1 is performed in the x direction,
we will focus on the fluctuating velocity component δvx,
which is along the second transversal direction e3 = ex.

1. Errors in hydrodynamic fluctuations

The TACFs of hybrid simulations with Maxwell buffer
and least constraint dynamics are compared with those
of full particle simulations in Fig. 7. The time axis is
rescaled with νk2 so that results of different wave num-
bers may be compared as well. We observe that if Γ1

is placed just adjacent to the examined region Γe, the
TACFs of hybrid simulations deviate significantly from
the reference results taken from the full particle simula-
tions. This indicates a large error in the fluctuations
in Γe from the hybrid simulations. With Γ1 moving
away from Γe, the error decreases monotonically with

rgap. In particular, the artificial disturbances from the
Maxwell buffer are more pronounced than those from the
least constraint dynamics in two different length scales
Lz and Lz/2, corresponding to k1

0 = (0, 0, 2π/Lz) and
k2

0 = (0, 0, 4π/Lz), respectively. The relaxation dynam-
ics and flux imposition have very similar effects as the
least constraint dynamics, therefore the results are not
shown.

To quantify the errors in the fluctuations, we define
the root mean squared error (RMSE) for the TACFs of
the hybrid simulations from that of the full particle sim-
ulations as

RMSE =

√√√√Nτ∑
i

[
ChT2

(k, τi)− CfT2
(k, τi)

]2
/Nτ , (41)

where ChT2
(k, τ) is from the hybrid simulations, CfT2

(k, τ)
is from the full particle simulations, andNτ is the number
of discrete time steps. Results of RMSE for the four
different constraint dynamics methods are summarized
in Fig. 8. If Γ1 is placed adjacent to Γe. the Maxwell
buffer induces higher errors than the other three methods
in both length scales represented by k1

0 and k2
0. If Γ1 is

placed further away from Γe, that is, rgap ≥ 2rc, all four
methods have very similar performance and the errors
seem to decay linearly with rgap.

2. Identification of sources of errors

If we recall the operations described in Section II C
for the particle simulations in the truncated subdomain,
there are potentially two sources of artifacts. The first
source is associated with the truncation itself (see line
ya in Fig. 1), as a mean pressure and specular reflection
are needed to retain particles in the subdomain. The
second source is associated with the constraint dynamics
operated in the artificial boundary Γ1. When we try to
reduce the errors in the fluctuations in Section III B 1, we
move Γ1 away from the examined region Γe. In fact, this
moves both sources of artifacts together away from Γe.
To explicitly identify each source of artifacts, we wish to
move the truncation line independently from the artificial
boundary Γ1. Therefore, we detach the truncation line
ya′ from the upper edge ya of Γ1 and ya′ − ya = rdet, as
sketched in Fig. 9. The DPD particles between ya and
ya′ are coupled indirectly with FDM only through their
interactions with particles within Γ1.

For rgap = 0, we calculate the RMSE for fluctuations
of hybrid simulations with truncation line ya′ at vari-
ous positions (rdet ≥ 0). Effects of truncation alone on
the errors of fluctuations are compared with effects from
both the truncation and the constraint dynamics in Fig.
10. Moving away the truncation line ya′ or increasing
rdet simply reduces the error of the truncation while ex-
posing more clearly the error of the constraint dynam-
ics. We observe that the dominating source of artifacts
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FIG. 7: (Color online) Transversal autocorrelation
functions of hybrid simulations. (a) Maxwell buffer with

wave vector k1
0 = (0, 0, 2π/Lz). (b) Least constraint

dynamics with wave vector k1
0 = (0, 0, 2π/Lz). (c)

Maxwell buffer with wave vector k2
0 = (0, 0, 4π/Lz). (d)

Least constraint dynamics with wave vector
k2

0 = (0, 0, 4π/Lz).
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FIG. 8: (Color online) Root mean square error (RMSE)
for the transversal autocorrelation functions of hybrid

simulations versus rgap. (a) Wave vector
k1

0 = (0, 0, 2π/Lz). (b) Wave vector k2
0 = (0, 0, 4π/Lz).

FIG. 9: (Color online) The same sketch as in Fig. 6
except that the truncation line y = ya′ of the particle
subdomain is detached from the artificial boundary

Γ1 : [yb, ya]. ya′ − ya = rdet.
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FIG. 10: (Color online) Root mean square error
(RMSE) for the transversal autocorrelation functions of

hybrid simulations: errors from constraint dynamics
alone versus errors from both truncation and constraint

dynamics. (a) Maxwell buffer with wave vector
k1

0 = (0, 0, 2π/Lz). (b) Least constraint dynamics with
wave vector k1

0 = (0, 0, 2π/Lz). Results of “gap” are the
same as those in Fig. 8.

with Maxwell buffer is from the constraint dynamics it-
self. For the least constraint dynamics, the error comes
almost solely from the truncation effects. The results
from the relaxation dynamics are similar to that of the
least constraint dynamics, therefore are not shown.

IV. CONCLUSION

By employing the framework of domain decomposition
method (DDM), we study the concurrent coupling of het-
erogeneous fluid solvers in two overlapping subdomains.
In particular, one solver is deterministic and operates
at the continuum level. We adopt the finite difference
method (FDM) as a representative of this class of solvers.
The other solver is stochastic and applied at the meso-
scopic level. We utilize the dissipative particle dynamics

(DPD) method as a representative of this class of solvers.
With time advancing, each solver integrates the dynam-
ics in its own subdomain and updates the other solver’s
artificial boundary within the overlapping region. This
procedure proceeds alternatively until the end of the hy-
brid simulation. The global solution is pieced together
from the two solvers at a hybrid reference line yr chosen
arbitrarily within the overlapping region. Once yr is se-
lected, it is fixed so that other spatial parameters may
be varied to study their effects on the results.

At each communication step ∆t, to impose the arti-
ficial boundary Γ2 of the continuum solver, we simply
perform spatial-temporal-averaging on state variables in
the neighboring region of the particle simulation over ∆t
and utilize the mean (P → C). It is not simple to im-
pose the artificial boundary Γ1 of the particle simulation,
due to the stochasticity of the particle dynamics. In gen-
eral, a constraint dynamics is performed within Γ1 in
such a way that the averaged state variable resembles
the continuum at the same region (C → P ) and thermal
fluctuations are altered minimally. In this sense, Γ1 is
a “stochastic Dirichlet boundary” that has fluctuations
around a given mean value. However, there has been no
consensus over different strategies of implementing the
constraint dynamics. Therefore, we select four popular
methods of the constraint dynamics for testing. All four
methods are widely adopted in particle dynamics in the
context of hybrid simulations, and they all deliver the
targeted mean flows accurately.

Due to both the truncation of the subdomain and the
constraint dynamics performed in the artificial boundary
Γ1, the errors in hydrodynamic fluctuations in the sub-
domain of particle simulation are unavoidable. To this
end, we focus on a simple shear flow and resort to the
autocorrelation functions (ACFs) of the fluctuating state
variables in k-space to quantify the fluctuation errors.
From the solutions of linearized fluctuating hydrodynam-
ics, we know that the ACFs encode the generation, trans-
port and dissipation of the fluctuations. Moreover, with
different wavenumbers, the results indicate the collective
behavior of particles at different length scales. There-
fore, the quantity of interest is the ACF of an examined
region Γe in the interior. Furthermore, we select Γe to
be adjacent to the hybrid reference line yr. The errors
of fluctuations in other regions further away from yr are
expected to be weaker than that of Γe. In the simple
shear flow with flow direction in x and velocity gradi-
ent in y, the constraint dynamics is performed along x,
therefore we focus on the velocity fluctuations δvx. We
take initial wave vectors knw0 = (0, 0, 2nwπ/Lz) along the
vorticity direction (z), which is periodic and time invari-
ant. Hence, the velocity fluctuations δvx are transversal
to the wave vectors. At steady state of the flow, the
transversal ACF or TACF is calculated after δvx in Γe
are transformed in k-space. Finally, the TACFs of hybrid
simulations with the four different constraint dynamics
are compared with that of full particle simulations per-
formed in the whole domain.
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We observed two sources of errors in thermal fluctua-
tions and further quantified the errors. The first one is
associated with the truncation of the subdomain for par-
ticle simulations. More specifically, the mean pressure
and specular reflection applied at the end of the trun-
cated side lead to disturbances of hydrodynamic fluctu-
ations. The second source is associated with the con-
straint dynamics performed within the artificial bound-
ary Γ1, which introduces potential intrusions to the hy-
drodynamic fluctuations. If the sources of the errors are
moved away from the examined region, both types of
errors may be reduced, but only slowly with a linear de-
pendence on the distance. For each of the four constraint
dynamics methods implemented in Γ1, we further elabo-
rate on the two sources of errors.

For the Maxwell buffer with a local equilibrium as-
sumption, the constraint dynamics is achieved by ran-
domizing the velocity completely in Γ1 at each δt accord-
ing to the Maxwell-Boltzmann distribution. For a fixed
temperature, the distribution is centered at a given mean
value from the continuum solver. Therefore, the trunca-
tion effect is almost completely masked by the random-
ization of velocity. This can be proven by moving the
artificial boundary Γ1 or the truncated line separately.
Moving away the Γ1 reduces the error much more signif-
icantly than moving the truncated line alone, as seen in
Fig. 10(a).

The constraint dynamics by the least constraint and
relaxation are essentially very similar and the only differ-
ence is on the technical aspect. The relaxation dynamics
has a parameter ε to be tuned so that it performs as well
as the least constraint dynamics for a target mean flow.
This tuning leads to difficulties in practice, as ε may de-
pend on both the dynamic properties of the particles and
the flow conditions. In this sense, the least constraint dy-
namics is straightforward and more practical. Both the
least constraint and relaxation dynamics generate negli-
gible errors in the fluctuations. The dominating errors
come almost solely from the truncation effects, that is,
moving away the truncated line alone reduces error just
as effectively as moving away the entire artificial bound-
ary Γ1, as seen from Fig. 10(b).

For the constraint dynamics via imposition of flux, ef-
fects from truncation and constraint dynamics cannot
be separated, as both the truncation operations (mean
pressure and specular reflection) and flux imposition are
bounded to the position of the truncated line.

From the perspective of computational efficiency, there
is no difference between moving the truncation line alone
and moving the entire artificial boundary Γ1 away from
the examined region Γe. To reduce the errors in hydro-
dynamic fluctuations, simply moving the entire Γ1 away
from the interior (e.g., Γe) is a more convenient imple-
mentation and the error of fluctuations may be quanti-
fied solely by one length-scale parameter rgap between
Γ1 and Γe. For a small rgap, the Maxwell buffer has the
most erroneous influence on the fluctuations, while the
other three methods of constraint dynamics have similar

effects.

We may understand the relative worse performance of
Maxwell buffer by considering the iso-surface of constant
temperature in the phase space of particles in Γ1. The
Maxwell buffer simply picks up a random phase point
at every δt, which is very abrupt and discontinuous. In
contrast, the operations of the other three methods are
gentle and close to moving the phase point smoothly on
the iso-surface. From another perspective, the Maxwell
buffer does not consider any inherent fluctuations, there-
fore it tends to decorrelate their correlations and causes
artificial dissipation of the system. Nevertheless, for
rgap ≥ 2rc, disturbances from local operations of any
constraint dynamics in Γ1 fade away and all four meth-
ods have similar effects, that is, the errors decrease lin-
early as rgap. It may be possible to avoid the errors in
fluctuations due to the truncation effects of the parti-
cle subdomain. For example, by adopting a proper par-
ticle deletion-insertion strategy, a more accurate grand
canonical ensemble in the particle subdomain may be re-
covered.

ACKNOWLEDGMENTS

This work was primarily supported by the Computa-
tional Mathematics Program within the Department of
Energy office of Advanced Scientific Computing Research
as part of the Collaboratory on Mathematics for Meso-
scopic Modeling of Materials (CM4), and also supported
by the ARO grant W911NF-14-1-0425. Part of this re-
search was conducted using computational resources and
services at the Center for Computation and Visualiza-
tion, Brown University. An award of computer time
was provided by the Innovative and Novel Computa-
tional Impact on Theory and Experiment (INCITE) pro-
gram. This research used resources of the Argonne Lead-
ership Computing Facility, which is a DOE Office of Sci-
ence User Facility supported under contract DE-AC02-
06CH11357. This research also used resources of the Oak
Ridge Leadership Computing Facility, which is a DOE
Office of Science User Facility supported under Contract
DE-AC05-00OR22725.

Appendix A: Forces on a particle near a planar
interface in DPD

When a particle is near a planar interface, there is no
full-spherical support for the calculation of interacting
forces between particles. In this work, the interface is
either between the fluid and a solid wall or at the trun-
cation line of the particle subdomain in the context of
hybrid simulation. We follow Refs. [5, 31] to compute an
integral force, to compensate any “missing force” from
the exterior. The integral force is based on the contin-
uum assumption and is an averaged force.
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FIG. 11: (Color online) Radial distribution function
and boundary integral forces as functions of distance to

a planar interface: rc = 1.0 and n = 3. (a) Radial
distribution function. (b) Conservative force. (c)

dissipative force.

For the conservative force from the exterior, it is cal-
culated as [5, 31]

FCave(hi) =
∑
j∈ext

FCij

≈ n
∫
ext

FC(r)g(r)dv = ±aC(hi)ey, (A1)

where g(r) is the radial distribution function of particles
and can be calculated in a separate simulation at equilib-
rium. The integration is performed only on the exterior
part of a spherical volume. In addition, we assume the in-
terface is perpendicular to y direction. Due to symmetry,
FCave(hi) is along y direction inwards to the interior fluid.
Given the input parameters in Section II A, the g(r) of
DPD particles is shown in Fig. 11(a), where results are
not sensitive to the bin-size of averaging. According to
Eq. (A1), the numerical values of aC(h) are plotted as
a function of distance h to the interface in Fig. 11(b).
FCave(hi) is applied to any particle i with hi < rc away
from a planar interface.

Similarly, for the dissipative force from the exterior,
if we assume a locally shear flow in x direction, it is
calculated as [31]

FDave(hi) =
∑
j∈ext

FDij

≈ n
∫
ext

FD(r)g(r)dv = ±γD(hi)ex. (A2)

The numerical values of γD(h) are plotted in Fig. 11(c)
and they may be fitted as a function [31],

γD(h) =C1(h+ δh)−1 + C2(h+ δh)−2

+C3(h+ δh)−3, (A3)

where C1 = 0.8504, C2 = 9.6 × 10−3, C3 = 4.0 × 10−4,
and δh = 0.01. Note that the fitted function is slightly
different from the actual numerical values at large dis-
tance. We will simply utilize the numerical values with
the largest value at h = 0.01 directly in this work. Due
to the strong conservative force at short distance, it is
improbable for particles to have h < 0.01.

FDave(hi) is applied only to particle i with hi < rc away
from a planar solid wall. Accordingly, a random force
FRave(hi) = θi

√
2kBTγD(hi)ex is also applied to the same

particle, where θi is a Gaussian white noise.

Given the input parameters in Section II A, we run a
simple wall-bounded Couette flow and plot the velocity,
density and temperature in Fig. 12, where results agree
with the theory and recover the previous work [31] very
well.

We note that in the context of hybrid simulation, par-
ticles with distance hi < rc away from the truncation line
of the particle subdomain are not subject to FDave(hi) or
FRave(hi), and their dynamics are according to the con-
straint dynamics described in Section II C.
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FIG. 12: (Color online) Mean profiles for transient
Couette flow: Ly = 10, γ̇ = 0.1, vw = γ̇Ly = 1.0, and
Re = vwLy/ν = 18.52. (a) Velocity. (b) Density and

temperature.
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