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We investigate stability and dynamics of large ecological networks by introducing classical methods of dy-
namical system theory from physics, including Hamiltonian and averaging methods. Our analysis exploits
the topological structure of the network, namely the existence of strongly connected nodes (hubs) in the net-
works. We reveal new relations between topology, interaction structure and network dynamics. We describe
mechanisms of catastrophic phenomena leading to sharp changes of dynamics and hence completely alters the
ecosystem. We also show how these phenomena depend on the structure of interaction between species. We can
conclude that a Hamiltonian structure of biological interactions leads to stability and large biodiversity.

I. INTRODUCTION

In this paper, we consider the dynamics of food-web net-
works with complex topology. By classical methods of hamil-
tonian mechanics we show how the network structure and
topology affect dynamics and that, even in a permanent net-
work, there are possible complicated effects: multistability,
resonances, quasiperiodic dynamics, and chaos.

The last decade, the topological structure of biological net-
works and, in particular, ecological networks (food webs) has
been received great attention (see [1–5]). Different indices
have been introduced and studied in detail for empirical mod-
els and random assembled networks (see for an overview [6]).
These indices are connectance, cluster coefficients, degree
distribution, number of compartments, and many others [6].
They reflect important topological properties of networks, for
example, the degree distribution indicates that the ecological
networks contain a few number of strongly connected species,
while the compartment number describes the species decom-
position into compartments of subset of species [5]. The net-
works can contain different substructures (for example, when
a guild of species contains specialists with few links and gen-
eralists with many links). Many works have investigated a
connection between the network structure and fragility (see,
for example, [7, 8]). Great efforts has been done to reveal con-
nections between the network topological structure and their
robustness [2, 6, 9].

One of the key problems is to find a qualitative descrip-
tion of the dynamics generated by a network of a given topo-
logical structure. This analysis of the dynamics generally
boils down to an analysis of either local or global stability
of the networks. Until May’s seminal works [10, 11], ecol-
ogists believed that huge complex ecosystems, involving a
larger number of species and connections, are more stable
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[12]. May [10, 11] considered a community of S species with
connectance C that measures the number of realized links with
respect to the number of possible links. By using local stabil-
ity analysis he showed that the instability will increase with
respect to C. More connected communities would therefore
be more unstable. These ideas were developed in [9], where
networks consisting of predator-prey modules were studied. It
is shown that if predator-prey interactions are prevalent, then
the complex community is locally stable. This local stability
approach was also used in [13, 14], where more complicated
networks with interactions of different types (predator-prey,
amensalism, mutualism, competition) were studied. This
technique, used in [9–11, 13, 14], only allows us to study local
stability of equilibria. More general and overarching results
achieved by analysis of global stability are scarce, yet some
important ones exist on few species system [15] by applying
the Lyapunov function method.

All these aforementioned results, however, say us nothing
about multistationary, transient dynamics and other possible
complex effects. Therefore, many intriguing questions are
still open, for example, can food-webs exhibit a complicated
behaviour with complex transient dynamics being nonetheless
stable? Does it exist chaos, periodical oscillations, bursts and
transient phenomena, connected with multistability, and how
do these effects depend on network topology ?

In this paper, we briefly describe a ”physical” approach to
these problems based on hamiltonian methods. We consider
a class of Lotka-Volterra systems consisting of two groups of
species and where the interactions only exist between these
groups. This is a likely generalization of the classical prey-
predator model with two species and under some natural as-
sumptions such systems are reduced to Hamiltonian ones (for
brevity, we refer to them as HLV systems). Note that our mod-
els lie in a large class of Lotka-Volterra systems introduced
in [16], which admit a special Hamiltonian representation in-
volving a skew-product Poisson matrix depending on species-
abundances.

A simple example of the HLV system appears if we con-
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sider a community consisting of a predator species feeding on
a number of prey-species. In such a system the interaction
graph is a star with the predator in the center interacting with
all its prey. Such star structures often appear as a motif in
ecological webs [1]. In fact, the interaction graphs of many
real food-webs have scale-free structure [4, 7], thus, large net-
works contain many species being a generalist by interacting
with a number of other species. Another example is a set of
consumers feeding on the same resource (for example, plank-
ton being fed on by several species ranging from very small to
very large).

In this paper, we use Hamiltonian representations of the
HLV based on canonical variables ( [17], where a class of
Lotka-Volterra systems with Hamiltonian dynamics on an at-
tractor is found). Such canonical structure simplifies an analy-
sis of dynamics and facilitates the use of classical perturbation
methods [18, 19].

The main results are as follows. We have developed hamil-
tonian approaches of [16] and [17] in two directions. The first
main result is given by the two theorems V.3 and V.5 on per-
manence of large random Lotka-Voterra systems, which are
small perturbations of HLV’s. Permanence does not exclude
existence of complex transient dynamics. The second part of
results is based on the canonical Hamiltonian structure and
concerns the asymptotic description of such dynamics. By
these asymptotics we can obtain a very short description of
these complex systems. This description is particularly sim-
ple for star systems. Neglecting species competition and self-
limitation effects, we obtain that the star subsystem can be de-
scribed by Hamiltonians. In canonical variables, these ecolog-
ical Hamiltonians correspond to nonlinear oscillators, which
can be described by two canonical variables only and such
phenomenon is well studied in physics and mechanics. There-
fore, all results for such simple food-web can be obtained by
a translation from physical interpretation to an ecological un-
derstanding. We show, by this analogy, that this dynamics is
integrable and exhibits interesting phenomena, for example,
kink and soliton solutions. We find a dependence of solu-
tion types on ecological interactions involved in the system.
An interesting effect, which does not exist in mechanics but
arises in ecology, is a domino effect. In star systems an ex-
tinction of a single species, often denoted keystone species,
may lead to extinction of all species. We can show what struc-
ture of interactions that defines such a keystone species. Note
that, from a dynamical point of view, solitons correspond to
so-called homoclinic curves [20]. This implies an important
consequence. Namely, if we consider a weakly perturbed star-
system, this homoclinic structure can generate chaos, an effect
well studied in several mechanical and physical applications.
Another interesting effect is that in ecology, in contrast to me-
chanics and physics, the Hamiltonians of star systems involve
some positive constants which are defined by initial data. This
means that the dynamics of star system has a ”memory”. The
solution form and period depend on these initial conditions.

The case of large food-webs is particularly interesting. Nu-
merical results of [21] show that food web stability is en-
hanced when species at a high trophic level feed on multiple
prey species or species at an intermediate trophic level are fed

upon by multiple predator species. This means that general-
ist species increase stability. Note that they play a main role
in our approach since potential energy in our Hamiltonians is
defined via generalist species’ abundances.

In order to study realistic and large food-webs, we use an
asymptotic approach, which allows us to investigate dynam-
ics of weakly perturbed HLV systems. This approach is based
on methods, developed in the theory and mechanics of Hamil-
tonian systems [18–20, 22]. The canonical structure for the
HLV that we use in this paper makes it simpler to apply these
methods.

By assuming that the food-web of generalist species have
random scale free topology we can use perturbation methods
and find a simplified description of the food-web dynamics.
Scale free topology may occur in food webs, for example in
systems with fairly low connectance [4, 7]. As an example, let
us consider a predator species feeding on a number of prey-
species. They form a star subsystem in the food web. If we
consider this star subsystem as a separate unit (niche), we can
study dynamics of this subsystem in the case of weak self-
limitation and competetion. The important observation is that
different star subsystems (niches) are weakly overlapping in
foodwebs with random scale-free topology, therefore, such
webs can be viewed as unions of almost independent weakly
perturbed integrable Hamiltonian subsystems. So, we obtain
a system, which is a classical object of Hamiltonian theory,
a weakly perturbed integrable multidimensional Hamiltonian
system.

Different types of perturbations are possible in these sys-
tems. One type of perturbation can be generated by a variable
environment, for example by climate change. Another type
of perturbation is due to a topological structure (niche over-
lapping). At last, if we take into account weak self-limitation
or species competition, we obtain a third type of perturbation.
These perturbations can be purely dissipative (for instance, if
we are dealing with self-limitation effects), Hamiltonian, or
antidissipative.

The dynamics of such weakly perturbed integrable Hamil-
tonian systems can be described by averaging methods [19,
22]. The main equations describing perturbation effects have
a transparent physical interpretation. The state of i-th star sub-
system is defined by an averaged ”energy” Ei. We obtain a
system of equations for these energies. By an analysis of this
system we find that there are possible different interesting ef-
fects such as existence of bursts, chaos and quasiperiodic so-
lutions, and resonances. The resonance effects appear if dif-
ferent niches interact (overlap), and even a weak interaction
can lead to chaos or resonances. Resonances can also provoke
instability. The weak resonance effect can be repressed by a
self-limitation. Note that for two species systems resonances
induced by a periodic oscillations of system parameters is con-
sidered in [23].

The advantage of the proposed approach becomes evident
when we analyze the effect of the environment or study tran-
sient dynamics. In the Hamiltonian case it is sufficient to in-
vestigate a ”potential energy” in canonical variables associ-
ated with star subunits. The form of this potential energy de-
pends on the network topology and interconnection forces. An
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analysis of the energy form allows us to find possible kinds of
transient dynamics in the system, i.e. what can happen in this
network: oscillations, bursts, or sharp transitions, and also to
check the stability. We show that the evolution of energy can
lead to a sharp change of solution form, for example, there are
possible transitions from periodical solutions to solitons, and
vice versa. It is important to note that the union of weakly
interacting star subsystems is ecologically stable (permanent)
if predator-prey interactions are prevalent in the star subsys-
tems and that weak self-limitation exists in the system. These
results, which are consistent and expand the results from lo-
cal stability analysis [13, 21], has a transparent physical in-
terpretation. Each separate star predator-prey subsystem has
a globally stable equilibrium corresponding to a minimum of
the energy. Thus, the potential energy of the union of star sub-
systems also has a global minimum. A weak self-limitation
effect repress possible resonances providing permanence of
the whole complex food-web (note that for a purely Hamilto-
nian system permanence is impossible, for details see [24]).

In the next section II, we formulate the Lotka-Volterra
model with self-limitation describing interaction of two
species communities (for example, plants and pollinators, or
preys and predators).

The investigation of ecological stability is based on a re-
duction of the problem to a Hamiltonian system, which is pre-
sented in sections III and IV. Namely, we transform equations
to another system and obtain, under some ecologically rele-
vant assumptions, a Hamiltonian formulation of these equa-
tions. In Sect. VI star systems are considered. Sect. VII
concern the case of varying environment, which is modeled
by an ecological system consisting of one generalist species
and several specialist species with time dependent interac-
tions. We also include weak self-limitation in the model.

A resonance analysis for ecological system consisting of
two generalist species and several specialist species is per-
formed in Sect. VIII.

II. STATEMENT OF PROBLEM

A. Topology of networks

We consider the following Lotka-Volterra system describ-
ing an interaction between two groups of species x and v:

dxi

dt
= xi(−ri +

M

∑
k=1

aikvk−
N

∑
j=1

γi jx j), (1)

dv j

dt
= v j(r̄ j−

N

∑
l=1

b jlxl−
M

∑
k=1

d jkvk), (2)

where i = 1, ...,N, j = 1, ...,M and N +M is the total number
of species with abundances xi and v j. The coefficients ri and
r̄ j are intrinsic growth (or decay) rates for species xi and v j,
respectively. The matrices A and B with the entries ai j and bi j,
respectively, determine an interaction between two groups of
species, whereas the matrices γ with entries γi j and D with

entries di j correspond to self-limitation. This model describes
an ecological system with two trophic levels.

The topological structure of the networks is defined by a
directed graph (V,E), where V is a set of vertices and E is
a set of edges (links). We distinguish two types of nodes,
V1 = {1,2, ...,N} and V2 = {1,2, ...,M}. Thus, V =V1∪V2.

The edge e = {i, j} belongs to E if one of the alternatives
is fulfilled: a) ai j 6= 0 when i ∈V1 and j ∈V2; b) γi j 6= 0 when
i ∈V1 and j ∈V1; c) bi j 6= 0 when i ∈V2 and j ∈V2; d) di j 6= 0
when i ∈V2 and j ∈V2.

Connectance C is an important characteristic of the net-
work and it is defined as the number of the ecological links
divided by the number of all possible links:

C = 2|E|/(N +M)(N +M−1), (3)

where |E| is the number of edges.
In the scale-free networks the degree distribution of a node

is

Prk =Ck−s (4)

(see [1]), where Prk is the probability for a node to have k ad-
jacent nodes and the exponent s lies within the interval (2,3).
The networks with such property usually have a low num-
ber of strongly connected nodes (hubs) whereas the remain-
ing ones are weakly connected. In our case this means that we
have several species-generalists and many species-specialists.
Each generalist (hub) is a center of a ”star subsystem” con-
sisting of many species. We study the dynamics of such sub-
systems in Sect. VI.

Some species corresponds to nodes adjacent to two differ-
ent hubs. This means that two star subsystems are overlap-
ping, or, in biological terms, two different predators are feed-
ing on the same prey. Numerical simulations, where scale-free
networks were generated by the standard preferential attach-
ment algorithm, show that this overlapping is small, the num-
ber of nodes sharing two different centers << N +M.

B. Dynamics

We consider system (1), (2) in the positive cone RN+M
> =

{x = (x1, ...,xN),v = (v1, ...,vM) : xi > 0,v j > 0}. This cone
is invariant under dynamics (1), (2) and we assume that initial
data always lie in this cone:

x(0) = φ ∈ RN
>, v(0) = ψ ∈ RM

> . (5)

We distinguish the following main cases:
PP (predator-prey). If v j are preys and xi are predators, then

ail ≥ 0, b jk ≥ 0, ri > 0, r̄ j > 0; (6)

MF (facultative mutualism)

ail ≥ 0, b jk ≤ 0, ri < 0 r̄ j > 0; (7)

MO (obligatory mutualism)

ail ≥ 0, b jk ≤ 0, ri > 0 r̄ j < 0; (8)
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and
C (competition)

ail ≤ 0, b jk ≥ 0, ri > 0, r̄ j > 0. (9)

Note that, if ail ≤ 0, b jk ≤ 0, ri < 0, r̄ j < 0, then we
are dealing with the PP case, where v j are predators and xi are
preys.

Systems, where we observe a generalist species and a num-
ber of specialist species (for example, M = 1 and N >> 1, or
N = 1 and M >> 1) are omnipresented in real food-webs and
they are important structural elements (substructures) in eco-
logical networks. The topology of these substructures is de-
fined by star graphs consisting of a single central vertex and a
number of satellites.

We have a pure star structure if all products aibi are of
the same sign. The case aibi > 0 corresponds to an M - star
structure, and the case aibi < 0 corresponds to a P- star struc-
ture. Dynamics of these star networks is quite different. We
also consider mixed structures, where aibi may have different
signs.

On coefficients di j and γi j we assume that they are non-
negative . Our asymptotical results hold under the condition
that they are small.

In subsequent sections we describe the dynamics of large
ecological networks/foodwebs. We consider networks con-
sisting of weakly interacting star structures. We change the
old principle ”divide and rule” on ”divide and analyze”. First,
we investigate dynamical properties of a single star system,
and then, using weak overlapping property, we develop a per-
turbation approach for weakly interacting star systems.

An interesting situation, when the idea ”divide and analyze”
may be useful, arises when we analyze consequences of habi-
tat destruction [25, 26]. What can happen when an ecosystem
will be separated by a new highway? We can consider the new
system as a union of two almost independent, weakly interact-
ing subsystems.

III. TRANSFORMATION OF LOTKA-VOLTERRA
SYSTEMS

To study oscillations in the food-webs (where M ≤ N),
we make a transformation of equations (1), (2) to another
system with respect to variables q = (q1, . . . ,qM) ∈ RM and
C = (C1, . . . ,CN) ∈ RN

>, which is defined as follows:

dCi

dt
=Vi(C,q), (10)

d2q j

dt2 =
(dq j

dt
+µ j

)(
Fj(C,q)−

M

∑
k=1

d jk

(dqk

dt
+µk

))
, (11)

where i = 1, ...,N, j = 1, ...,M,

Vi(C,q) =Ci(γ̄i−
N

∑
k=1

γikCk exp(Ak ·q)), (12)

Fj(C,q) = r̄ j−
N

∑
k=1

b jkCk exp(Ak ·q), (13)

and

γ̄i =−ri +
M

∑
m=1

aimµm. (14)

Here µ1, . . . ,µM are positive constants and Ai ·q = ∑
M
k=1 aikqk.

The we obtain that the following.
Let q and C be a solution to (10) and (11) with initial data

qk(0) = αk, q′k(0) = βk, k = 1, . . . ,M and Ci(0) =C0
i , ,

where i= 1, . . . ,N and βk >−µk, k = 1, . . . ,M. Then the func-
tions

xi(t) =Ci exp(
M

∑
k=1

aikqk(t)), vk =
dqk

dt
+µk, (15)

solve system (1), (2) with the initial conditions

xi(0) =C0
i exp(

M

∑
k=1

aikαk),

Moreover, all solutions to system (1), (2) can be obtain by
solving (10) and (11) with appropriate initial conditions.

System (10) and (11) can be reduced to a first order system
if we introduce the new variables p j by

dq j

dt
+µ j = exp(p j), j = 1, . . . ,M.

We obtain then

dq j

dt
= exp(p j)−µ j (16)

and

d p j

dt
= Fj(C,q)−

M

∑
l=1

d jl exp(pl), (17)

where j = 1, ...,M .

IV. HAMILTONIAN

A. Reduction to a Hamiltonian system

Equation (10) takes a particularly simple form when γi j = 0
and γ̄i = 0. Then the right-hand side in (10) equals zero and
hence Ci is a constant. Therefore, if p and q solve system (16),
(17) supplied with the initial conditions

qk(0) = αk and pk(0) = log(βk +µk), k = 1, . . . ,M,

then the corresponding solution to (1), (2) is given by (15).
We assume additionally that d jl = 0. Then system (16),

(17) can be rewritten as a Hamiltonian system provided the
matrices A and B satisfy the relations

σlblk = ρkakl , k = 1, . . . ,N, l = 1, . . . ,M, (18)
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where ρl and σl 6= 0 are real numbers [16](for biological in-
terpretation of this condition see the remark at the end of this
section). Indeed, let

p̃ j = p j and q̃ j = σ jq j.

Then relations (16) and (17) imply

d p̃ j

dt
= Fj(C, q̃) (19)

and

dq̃ j

dt
= σ j(exp(p̃ j)−µ j), j = 1, . . . ,M. (20)

We introduce two functions

Φ(C, q̃) =
N

∑
k=1

ρkCk exp(
M

∑
l=1

aklσ
−1
l q̃l)−

M

∑
k=1

r̄kq̃k

and

Ψ(p̃) =
M

∑
k=1

σk(exp(p̃k)−µk p̃k).

One can verify that

∂Φ(C, q̃)
∂ q̃ j

=−Fj,
∂Ψ(p̃)

∂ p̃ j
= σ j(exp(p̃ j)−µ j).

Thus, system (19), (20) takes the form

d p̃ j

dt
=−∂H(C, p̃, q̃)

∂ q̃ j
(21)

and

dq̃ j

dt
=

∂H(C, p̃, q̃)
∂ p̃ j

, j = 1, . . . ,M, (22)

where

H(C, p̃, q̃) = Φ(C, q̃)+Ψ(p̃). (23)

Relation (18) admits a biological interpretation. Consider,
for example, a predator-prey system. Then condition (18)
means that the coefficients akl and blk are proportional to
the frequency of meetings between k-th predator and l-th
prey, when the predator-species is feeding on the prey-species.
Note that if M = 1 or N = 1, this condition is fulfilled. It cor-
responds to the case of a star structure, which we study in
coming section.

V. PERMANENCE OF DYNAMICS

Although many Lotka-Volterra systems are permanent [15]
and even globally stable [27], nonetheless there exist large
classes of Lotka-Volterra systems, which can exhibit a com-
plex dynamics (multistability [28] or chaos [24]). To under-
stand which phenomena are more common, we must define a
measure on the set of system parameters and to estimate the
probability to obtain, say, a permanent Lotka-Volterra system.
In this section we realize this idea for systems close to HLV.

A. Strong persistence and permanence

Let us remind definitions of permanency and strong persis-
tence. The general Lotka-Volterra system

dyi

dt
= yi(−Ri +

N

∑
k=1

Wikyk), i = 1, ...,N, (24)

is said to be permanent if there exist δ > 0 and D > 0 inde-
pendent of the initial data such that

lim inf
t→+∞

yi(t)≥ δ , (25)

lim sup
t→+∞

yi(t)≤ D (26)

for every solution to (24) (see [15]). The system is strongly
persistent, if δ and D in (25) and (26) may depend on initial
data.

The strong persistence property means that the system is
ecologically stable and all species coexist. System (24) can
be strongly persistent only if the corresponding linear system

WY = R (27)

has a positive solution (i.e., all Y ∈ RN
>)[15]. Here W is the

matrix with the entries wi j, and R, Y are vectors with compo-
nents Rl ,Ym, respectively.

Let us present some necessary and sufficient conditions of
boundedness of trajectories of system (21), (22) (we omit
the sign of tilde to simplify notation). The trajectories q(t)
are bounded under the following conditions: σn > 0, n =
1, ...,M, and

lim Φ(C,q) = +∞ as |q| →+∞, q ∈ RN . (28)

In the next assertion we present some conditions, which guar-
antee the asymptotic property (28).

Theorem V.1. Assume that

ρk > 0, k = 1, . . . ,N. (29)

Then (28) is equivalent to to the following:
the rank of matrix {b jl} is M and there exists a vector z =
(z1, . . . ,zN) ∈ RN

> such that

r̄l =
N

∑
j=1

bl jz j, l = 1, . . . ,M. (30)

Proof. Let K be the closed convex set

K= {η ∈ RM : ηl = σ
−1
l

N

∑
k=1

aklzk, zl ≥ 0, l = 1, ...,N}.

Since all numbers ρk and Ck are positive, the property (i) is
equivalent to

q ∈K∗ =⇒ r̄ ·q < 0,
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where

K∗ = {ξ ∈ RM : ξ ·η ≤ 0 for all η ∈K}.

The last property can be also formulated as r̄ belongs to the
interior of ((K)∗)∗. Using that ((K)∗)∗ = K, we obtain (28)
is equivalent to r̄ ∈ the interior of K, which is exactly the
assertion of Theorem due to (18).

The conditions γ̄i = 0, i = 1, ...,N and (30) means that sys-
tem (1), (2) has a positive equilibrium in RN+M

> . So, we obtain

Corollary V.2. Let dkl = γi j = 0 in (1), (2) and let relation
(18) be fulfilled with positive ρk and σl . Then system (1), (2)
is strongly persistent if and only if the rank of the matrix A is
M and algebraic systems

M

∑
k=1

aikvk = ri, (31)

N

∑
l=1

b jlxl = r̄ j (32)

have positive solutions.

The next theorem deals with a general Lotka-Volterra sys-
tem

dxi

dt
= xi(−ri +

M

∑
j=1

(ai j +Ai j)v j−
N

∑
l=1

γilxl), (33)

dv j

dt
= v j(r̄ j−

N

∑
l=1

(b ji +B ji)xi−
M

∑
k=1

d jkvk), (34)

where, as before, i = 1, ...,N and j = 1, ...,M. We denote by
a, A, γ, b, B and d the matrices with entries ai j, Ai j, γil , b ji,
B ji and d jk respectively and introduce the block-matrix

M=

(
γ −A
B d

)(
ρ−1 0
0 σ−1

)
,

where ρ−1 and σ−1 are diagonal matrices with the entries
ρ
−1
1 , . . . ,ρ−1

N and σ
−1
1 , . . . ,σ−1

M on the diagonal, respectively.

Theorem V.3. We assume that system (33), (34) has a positive
equilibrium. Let the matrices a and b satisfy condition (18)
with positive ρi and σ j. If the matrix M is positive definite,
i.e.

(ξ ,η)M(ξ ,η)T > 0

for all ξ ∈RN and η ∈RM such that |ξ |+ |η | 6= 0 then system
(33), (34) is permanent.

Proof. First let us make a change of variables Xi = ρixi,
i = 1, . . . ,N, and XN+ j = σ jv j, j = 1, . . . ,M. Then we obtain
the system

dXm

dt
= Xm(−Rm−

N+M

∑
k=1

(Amk +Mmk)Xk), m = 1, . . . ,N +M,

(35)

where R = (r1, . . . ,rN , r̄1, . . . , r̄M) and

A=

(
0 −a
b 0

)(
ρ−1 0
0 σ−1

)
.

System (35) has a positive equilibrium and it is permanent if
the matrix A+M is positive definite. the last is equivalent to
positive definiteness of the matrix M due to (18).

According to Theorem V.3 even small self-limitation and
concurrence can stabilize a system with a Hamiltonian struc-
ture. In this case an elementary analysis (see subsection
VI C) shows that, in an equilibrium state, all the species co-
exist. This means that ecological systems with weakly per-
turbed Hamiltonian structure can have large biodiversity. If
the Hamiltonian condition (18) is violated then for small λg
and λd the competition exclusion principle shows that only a
single species can survive.

Let us consider perturbed Hamiltonian systems. Note that
these perturbations can be connected with more complicated
interaction topology and violations of condition (18). In the
Hamiltonian case we have the square interaction matrix W =
WH of the size N +M, which can be decomposed in 4 blocks[

0 A
B 0

]
that corresponds to 2 trophic levels. Moreover, matrices A and
B are connected via condition (18). Let us consider the per-
turbed interaction matrix W =WH +W̃ . Let us define the vec-
tor d with N +M components by d = (ρ1, ...,ρN ,σ1, ...,σM).

Consider the matrix W̃ (d) with the entries

W̃ (d)
kl = dkd−1

l W̃kl , k, l = 1, ...M+N.

If the matrix W̃ (d) is negatively defined and for system (24)
there exists a positive equilibrium, then system (24) is perma-
nent. It can be shown by the same arguments as in the proof
of Theorem V.3.

B. Case of large number of species

We start this section by showing that the Lotka-Volterra sys-
tem (24) of a random structure has no positive equilibria. Con-
sider the set of all N×N matrices A with entries ai j uniformly
bounded by a constant

|Ai j|< K,

such that each row of A is non-zero and contains at most
Mr non-zero entries and each column is also non-zero and
contains at most Mc non-zero entries. Using the standard
Lebesgue measure µ defined on MK,N , for any measurable
C we introduce the probability P(C) = µ(C)/µ(MK,N).

Theorem V.4. Let B be a vector with N components and A ∈
MK,N . Then the probability PN that the linear equation AY =
B has a positive solution Y tends to zero as N→+∞.
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Proof. Let Y = (y1, ...,yN) be a positive solution of (27).
We can assume that all row and columns of A contain at least
non-zero entries (probability to have a matrix with a zero row
or column is 0). Let us change a sign of k-th row in A that
gives a matrix A(k). Equation A(k)Y = B has the solution
Y = (x1, ...,−xk, ...,xN), which is not positive. So, each ma-
trix A, for which AY = B has a positive solution, corresponds
at least N different matrices, for which these solutions are not
positive. Therefore, PN ≤ 1/N.

This result admits an ecological interpretation. Consider
a random large ecological network. Assume that the con-
nectance of this network is bounded. If we have no restric-
tions on ecological interactions, such network has no positive
stationary states and thus it is not ecologically stable with a
probability close to 1. A possible variant of such a restriction
can be a sign restrictions on the coefficients of the system or
condition (18), which leads to a Hamiltonian structure.

The next example demonstrates that the notion of structural
stability for large Lotka-Volterra system must be used with
discretion.

Example. Consider the general Lotka-Volterra system (24)
where A is the identity matrix. Then the matrix A has the
eigenvalue 1 only. Consider the matrix Aε = A− εB where B
is the N×N matrix with all elements equal 1. If we take the
sum of all rows we get that it is equal to 1−Nε . Therefore, if
ε = 1/N the matrix Aε has zero eigenvalue.

The following theorem says that the conditions proved in
Theorem V.1 which are equivalent to (28) are satisfied with
probability close to 1 for large N.

Theorem V.5. Let M be fixed and let r̄ j, j = 1, ...,M, be ran-
dom numbers mutually independent and normally distributed
according to standard normal law N(r0,σ

2), where σ 6= 0 and
r0 > 0. Let also coefficients b jk, j = 1, . . . ,M and k = 1, . . . ,N,
be mutually independent random numbers subjected to the
normal law N(0,1). Then condition (30) is fulfilled and the
matrix B has rank M with probability 1− εN , where εN → 0
as N→+∞.

Proof. Let B j = {b1 j, ...,bM j} and R = (r1, ...,rM), j =
1, ...,N. To prove Theorem it is sufficient to show that the
vector R belongs to the convex cone, which coincides with
all linear combinations with positive coefficients of M vectors
from the set {B j}N

j=1 and these vectors are linear independent
with probability ≥ 1− εn, where εn→ 0 as N→ ∞.

We identify vectors B j and R with points B j/|B j| and R/|R|
respectively on the sphere

SM = {w : w = (w1, ...,wM) : |w|= (w2
1 + ...+w2

M)1/2 = 1}.

Let us introduce the sets

S±m(ε) = {w ∈ SM : |w± em|< ε}, m = 1, . . . ,M,

where em the unit vectors with components em
k = δ m

k , k =
1, . . . ,M. Let also

S(ε) = {w ∈ SM : |wk±1|> 2ε, k = 1, ...,M}.

One can check the following properties:

(1) Probability that the number R/|R| lies in S(ε) can be
estimated from below by 1−Cε , where C > 0 is a constant;

(2) Probability that at least one of vectors B j/|B j|, j =
1, ...,N belongs to S±m(ε), m= 1, . . . ,M, can be estimated from
below by

1−M
(

1− |Sm(ε)|
|SM|

)N−1
,

where |S| is the measure of S;
(3) If S±m(ε), m = 1, . . . ,M, contains at least one vector B j

and the vector R belongs to S(ε) then it is inside the convex
cone of certain M vectors from different S±m(ε).

These properties prove the theorem.

Consider some biological corollaries and interpretations of
these results, in particular, Theorems V.1, V.5 and corollary
V.2. Mathematically, persistence follows from existence of
positive solutions of systems (31) and (32). Let M << N,
and all interactions are random. Theorem V.5 asserts that then
the second system has a solution with a probability close to
1. However, the same arguments, as in the proof this theo-
rem, show then that system (31) has a positive solution with
probability close to 0.

To overcome this difficulty and understand origins of large
system stability, one can suppose that real ecological systems
can use an adaptive strategy. Indeed, let us recall that funda-
mental relation (18) admits an interpretation by meeting fre-
quencies between predators and preys (see the end of section
IV). This frequencies are defined by the coefficients σk and
ρi. Using this fact, we rewrite (31) as follows:

M

∑
k=1

σkbkivk = ρiri, i = 1, ...,N. (36)

For fixed σk and ρi this system has a solution with a small
probability for large N. However, let us suppose that predator-
species and prey-species can change the meeting frequency
(i.e., adjust σk and ρi) (this means, biologically, existence
of adaptive behaviour). Then these coefficients become un-
knowns and now (36) always has a solution if we assume
that the signs of coefficients are preserved under their random
choice.

Finally, Theorem V.5 shows that in the Hamiltonian case
the ecological stability can be reinforced by an increase of
N and an adaptive strategy. Nonetheless, many ecological
networks may be unstable and a transient dynamics or catas-
trophic phenomena are possible. In the next sections we study
mechanisms of such phenomena by the Hamiltonian methods.

VI. STAR STRUCTURES

In the case of the Hamiltonian structure we can develop a
general approach that allows us to describe transient dynam-
ics and catastrophic phenomena. If a Hamiltonian system has
a single positive equilibrium, then all level sets H(p,q) = E
have the same topological structure. Catastrophic phenomena
appear if topology of these level sets changes depending on E.
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We start with the simplest case, when we are dealing with a
star structure.

A. Star structures without self-limitation

As in the previous section, we assume that γi j = 0,d jl = 0
in system (16), (17) and condition (14) holds. These assump-
tions guarantee, in particular, that Ci are constants. Let M = 1,
i.e., we deal with a star structure. Then condition (14) be-
comes

ri = ai1µ1, i = 1, ...,N (37)

for some positive µ1. Note that this condition is very restric-
tive for large N but one can show that such relation can be
explained from an evolutionary point of view (this issue will
be discussed in the future publications). Moreover, a positive
equilibrium with xi > 0 exists only if this condition holds.

We set ai = ai1, b j = b j1 and q = q1, p = p1. Let us denote
r̄ = r̄1. System (16), (17) takes the form

dq
dt

= exp(p)−µ1,
d p
dt

= f (C,q), (38)

where

f (C,q) =−
N

∑
j=1

b jC j exp(a jq)+ r̄. (39)

This is a Hamiltonian system with the Hamiltonian

H(q, p) = Ψ(p)+Φ(q), (40)

where

Ψ(p) = exp(p)−µ1 p, (41)

is a ”kinetic energy”, and

Φ(C,q) =
N

∑
j=1

ρ jC j exp(a jq)− r̄q (42)

is a ”potential” energy. Here ρ j = b j/a j and σ j = 1. The func-
tion Ψ is convex, goes to +∞ as |p| →∞, and has a minimum,
which is µ1(1− log µ1) and is attained at p = log µ1.

System (38) has the energy integral

Ψ(p)+Φ(C,q) = E = const. (43)

Proceeding as in [29], we can describe solution of (38) in
terms of the function Φ(C,q) and the energy level E. The
values of q satisfying (43) lie in the set

D(E) = {q : Φ(q)≤ E−minΨ(p) = E−µ1(1− log µ1)}.

This set is a union of intervals, which can be bounded or un-
bounded. The ends of these intervals are defined by

Φ(C,q) = E−µ1(1− log µ1). (44)

After finding q the component p can be reconstructed from
(43).

B. Oscillations, solitons and kinks

Let us consider some important typical situations. In this
section, ai and bi are arbitrary.

(i) If equation (44) has a unique root or it has no roots,
then the corresponding interval is infinite, and we have non-
periodic solutions (q(t), p(t)), which are unbounded in q.
Then some of xi(t) go to 0 or +∞ as t → ∞ and the original
system is not ecologically stable;

(ii) If (44) has two non-degenerate roots q− < q+ and
Φ(C,q) < E − µ1(1 − log µ1) for all q ∈ (q−,q+) then
(q(t,C,E), p(t,C,E)) is a periodic solution of the amplitude
A = q+−q− (see Fig.1). Theperiod T is defined by

T =
∫ T

0
dt =

∫ q+

q−

(dq
dt

)−1
dq =

∫ q+

q−
(exp(p(q))−µ1)

−1dq,

(45)
where p(q) can be found from (43). The period T depends on
E and C. For example, we have only periodic solutions for the
PP case (see Fig. 1).

(iii) If Φ(C,q) has a local maximum at q= q+, which is E−
µ1(1− log µ1), and the second root in (44) is non-degenerate,
(see Fig. 2), we obtain a soliton. Its graph has a local burst in
time, and q(t)→ q+ as t→ ∞.

(iv) The kink solution corresponds to the case when Φ

has two local maxima at q± such that Φ(q−) = Φ(q+) =
E − µ1(1− log µ1). The kink describes a jump in t that can
correspond to a sharp change of ecological behaviour.

The kink solutions are unstable under a small perturbation
of Φ(C,q), whereas solitons are stable under such perturba-
tions. When the parameter E changes, we observe a transi-
tion (via solitons or kinks) between different periodic solu-
tions and transitions from a periodic solution to unbounded in
time solution and vice versa. Solitons and kinks appear only
if we have a star system with different signs aibi (for example,
a combination of PP and C).

FIG. 1: The graph of the potential Φ for case PP and small values
of r̄

Let us formulate conditions providing that Φ(q)→ +∞ as
|q| → +∞ in the case of arbitrary ai and bi. Then |q(t)| is
bounded uniformly in t and hence the population abundances
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FIG. 2: The graph of the potential Φ for the case when PP and C
interactions coexist, N > 1

FIG. 3: The plot of a periodic solution q(t)

xi are separated from 0 and +∞. Therefore, then system (1),
(2) is strongly persistent.

(PI) Assume that all ai are positive. Let i+ be the index
corresponding to the largest ai. Condition bi+ > 0 and r̄ > 0 is
equivalent to persistency of our system. In this case Φ(q)→
+∞ as q→ ∞ and according to (44), |q(t)| is bounded;

(PII) Assume that all ai are negative. Let i− be the index
that corresponds to the largest value of −ai. If bi− < 0 and
r̄ > 0, then |q(t)| is bounded and the system is persistent (and
vice versa).

(PIII) Let ai may have different signs. Let i± be the indices
corresponding to the maximal values of ±ai, respectively. If
bi+ > 0 and bi− < 0, then the system is persistent.

To conclude this section, let us describe some effects. First,
condition (PIII) shows that there is possible a domino ef-
fect, when an extinction of a species leads to instability of
all species in the foodweb.

Indeed, let us assume that if a j > 0 for j 6= i+ the coefficient
b j < 0. Then extinction of the i+-th species leads to instability
of the whole system of species.

The second effect is a noise-induced transition [30]. As-
sume that the potential energy Φ(q) has a local maximum Φ+,
and Φ(q)→ +∞ as q→±∞. Then Φ has at least two local

minima (two potential wells) and, according to (iii), a soliton
exists. If the network environment is random, its fluctuations
can generate random transitions between the potential wells
even if E < Φ+. Such transitions provoke ecological catastro-
phes.

C. Hamiltonians via x,v and perturbations

Hamiltonians in variables (q, p) can be represented as func-
tions of species abundances xi and v. Let mi be positive num-
bers such that ∑

N
i=1 mi = 1. By elementary transformations we

obtain that functions

E(x,v,m) = v−µ ln(v)+
N

∑
i=1

ρixi− r̄mia−1
i ln(xi) (46)

are motion integrals, i.e., conserve on the system trajectories.
If we consider these functions as Hamiltonians, then, in or-
der to write the equations in a Hamiltonian form, we must
use a special representation involving a skew-product Poisson
matrix depending on species-abundances [16]. We have thus
a whole family of motion integrals. There is an interesting
property: if all ρi and ai are positive, then the minimum of the
function E(x,v,m) gives us an equilibrium (v̄, x̄) of the Hamil-
tonian star system defined by

v̄ = µ, x̄i = r̄mi(ρiai)
−1.

Different choices of weights mi correspond to different posi-
tive equilibria.

Consider some properties of the Hamiltonian and non-
Hamiltonian star systems with weak competition and self-
limitation. Let M = 1 and N > 1. We assume, to simplify
calculations, that γi j = γiδi j, where δi j is the Kroneckerdelta.
Let us consider equations (1) and (2), which can be written
down then as follows:

dxi

dt
= xi(−ri +aiv− γixi), (47)

dv
dt

= v(r̄−
N

∑
l=1

blxl−dv). (48)

where i = 1, ...,N. Let us denote µi = ri/ai and θi = biaiγ
−1
i .

A positive equilibrium is defined by relations

x̄i = γ
−1
i ai(v−µi), (49)

v̄ =
r̄+∑

N
i=1 µiθi

d +∑
N
i=1 θi

, (50)

provided that v> µi, i= 1, ...,N. One can check that for small
γi,d > 0 this condition holds only for the Hamiltonian case,
i.e., when µi = µ for all i.

Another interesting fact is that if in the relation for the
Hamiltonian (46) we put mi = x̄i(γ) and µ = v̄, then E(x,v)
becomes a Lyapunov function decreasing along trajectories of
the corresponding Lotka-Volterra system.
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VII. VARYING ENVIRONMENT

Consider system (1),(2) assuming that M = 1 and that
ai,bi,ri and r̄ can depend on t. The dependence on t describes
an influence of a varying environment.

System (1),(2) takes the form

dxi

dt
= xi(−ri(t)+ai(t)v−

N

∑
j=1

γi jx j), (51)

dv
dt

= v(r̄(t)−
N

∑
j=1

b j(t)x j−d11v). (52)

Suppose that there exist constants γ̄i > 0 and µ such that

r j(t)−a j(t)µ =−γ̄ j, j = 1, ...,N, (53)

Similar to Section III, we put

xi =Ci exp(aiq), dq/dt +µ = v.

After some transformations (compare with Sect. III), we ob-
tain the following system for Ci,q and p:

dCi

dt
=Ci(γ̄i−

N

∑
j=1

γi jC j exp(a jq)−q
dai

dt
), (54)

dq
dt

= exp(p)−µ, (55)

d p
dt

= r̄(t)−d11 exp(p)−
N

∑
j=1

b jC j exp(aiq), (56)

which is equivalent to (51) and (52). We investigate this sys-
tem in the next subsection.

A. Weak self-limitation and slowly varying environment

Let the coefficients ak,bk,rk and r̄ be functions of the slow
time τ = εt, where ε > 0 is a small parameter. We assume that

(I) self-limitations are small, i.e., d11 = ε d̄, where d̄ > 0
and γi j = κγiδi j, where γi > 0 and κ > 0;

(II) γ̄i = κγ̂i, where γ̂i > 0.
Under these assumptions, system (54), (56) lies in the class

of well studied weakly perturbed Hamiltonian systems [18,
19]. Equations (55) and (56) take the following form:

dq
dt

= exp(p)−µ,
d p
dt

= f (C(t),q(t),τ)+ εg(p(t)), (57)

where g =−d̄ exp(p) is a term associated with self-limitation
effects for v, and

f (C,q,τ) =−
N

∑
j=1

b j(τ)C j exp(a j(τ)q)+ r̄(τ). (58)

Equation (54) for Ci(t) becomes

dCi

dt
= εW̃i(C,q,τ), (59)

where

W̃i(C,q,τ) = βCi

(
γ̂i(τ)− γiCi exp(ai(τ)q)−q

dai

dτ

)
(60)

and β = κ/ε .
System (57), (59) can be resolved by the averaging method

(see [22]), which gives rigorous results for time intervals of
order O(ε−1). According to this method, we can represent
C(t) as

C(t) = C̄(τ)+O(ε),

where an equation for C̄(τ) will be written below. The q and p
variables can be represented in the following multiscale form:

q = Q(t,τ,E(τ))+O(ε), p = P(t,τ,E(τ))+O(ε), (61)

where the leading terms Q and P can be found from the system

dQ
dt

= exp(P)−µ,
dP
dt

= f (C̄(τ),Q,τ), (62)

analogous to(38). Here f is given by (39), where C, b j and r̄
depend on the parameter τ . This system is Hamiltonian and
the corresponding energy integral is defined by (43). Taking
into account the dependence of f on τ in (62) we write the
energy integral as

Ψ(P)+Φ(C̄(τ),Q,τ) = E(τ) (63)

for each fixed τ and E. The properties of solutions
Q(t,τ,E(τ)) can be described as in Sect.VI. We seek peri-
odic in t solutions Q,P of system (62), (63) assuming that τ

and hence C̄,E are parameters. System (62) should be sup-
plemented by the equation describing behaviour of E(τ) and
C̄(τ) as functions of τ (it appears that these equations are cou-
pled). In the multiscale procedure, the equation for E guar-
antees the boundedness of corrections to the leading terms Q
and P on the time intervals of length O(ε−1).

The equation for the unknown function E(τ) can be derived
as follows. Let

〈z(·,τ)〉= T−1
∫ T

0
z(t,τ)dt

be the average of a function z(t,τ) over the period T (E). Us-
ing Theorem 3 from [22], one has

dE
dτ

= S1(E,C̄,τ)+S2(E,C̄,τ)+S3(E,C̄,τ), (64)

where

S1 = 〈g(P(·,τ))(exp(P(·,τ,E))−µ)〉

gives the contribution of self-limitation effects,

S2 = 〈Φτ(C̄(τ),Q(·,τ,E),τ)〉
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is the term determining a direct dependence of Φ on τ and

S3 = 〈
N

∑
i=1

ΦC̄i
(C̄(τ),Q(·,τ,E),τ)W̃i(C̄(τ),Q(·,τ,E),τ))〉

is the term coming from the dependence of Φ on Ci.
For C̄i we have [22]

dC̄i

dτ
=Wi(C̄i,E,τ), (65)

where

Wi(C̄,E,τ) = C̄i(γ̄i− γiC̄iθi(C̄,E)− dai

dτ
〈Q〉), (66)

and θi(C,E) = 〈exp(aiQ)〉.
Thus, we have obtained equations (65) and (64) for C̄i(τ)

and E, respectively. These equations and (62), (63) give us
the complete system that allows to describe dynamics for time
intervals of length O(ε−1). Note that first two equations (62),
(63) contain the derivatives with respect to t, while eqs. (65)
and (64) involve the slow time τ only.

The hamiltonian H depends on the parameter µ introduced
in(53). The averaging allows us to find this parameter. For
periodic solutions relation (62) implies

〈 f (C̄(τ),Q,τ)〉=
N

∑
k=1

bkC̄k〈exp(akQ)〉− r̄ = 0. (67)

It is natural to choose µ in such a way that (65) has a stationary
solution. This solution is defined by

C̄k = γ̄k(γk〈exp(akQ)〉)−1. (68)

Substituting (68) into (67) and using the definition of γ̄k, one
has the following relation

N

∑
k=1

bk(rk−akµ)γ−1
k = 0. (69)

One can verify that µ = v̄ > 0, where v̄ is the v-component
of an equilibrium solution (x̄, v̄) of system (1), (2) in the case
M = 1, D = 0 and γ is a diagonal matrix.

One can show that solutions of this ”averaged” system (62),
(63), (64), (65) are close to the solutions of the original sys-
tem (57), (59) on a time interval of length O(ε−1). Equation
(64) expresses an ”averaged” energetic balance: three factors
define evolution of averaged energy, namely, the evolution of
C̄, the dependence of the parameters on τ and self-limitation
effects.

B. Main effects: irregular bursts, quasiperiodic solutions and
chaos

To proceed with a qualitative analysis of solutions to system
(57), (59), we assume that

Φ(C,q)→+∞ as q→±∞. (70)

This relation holds for random a j and b j if a j/b j = ρ j > 0.
Let q∗j(C) be local extrema of Φ for a given C. Let us put
Φ j = Φ(q∗j(C)).

Energetic relation (64) allows us to find interesting phe-
nomena. In fact, if Φ j is a local maximum, then evolution of E
can lead to special periodic solutions in q, when E approaches
the value Φ j. These solutions can be represented as periodic
sequences of bursts separated by large time intervals T0(E,τ)
(see Fig.4). If E = Φ j, we have a single burst (soliton) and
T0 = ∞. Note that Fig. VII B illustrates the case of fixed τ and
E (ε = 0). For E close to Φ j and small ε > 0 the time be-
haviour of q(t,τ) exhibits a chain of slightly different bursts
separated by different large time intervals (see Fig. 5).Exis-
tence of solitons means that there is a homoclinic structure
in the unperturbed Hamiltonian dynamics, and therefore, this
sequence of bursts can be chaotic as a result of τ-evolution
[19, 20].

FIG. 4: The plot of a periodic solution q(t) with a large period T
for ε = 0

FIG. 5: The plot of a solution q(t) close to a sequence of the bursts
for small ε

The following picture of the time evolution of solutions q(t)
can be observed. For E close to a local minimum of Φ we have
periodic oscillations with an amplitude and a period, which
slowly evolve in t. When E approaches a local maximum of
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Φ, we obtain a irregular chain of rare bursts. Such a picture is
observed in macroscopic ecological dynamics (see [31]).

The following effects can occur here:
(Ai) Let E(0) > Φ∗l for some l. The value E(τ) does not

meet values Φ∗l for all τ . Then we deal with only periodical
solutions with a period and an amplitude depending on τ . This
means that the environment stabilizes the population against
self-limitation;

(Aii) The value E(τ) passes through Φ∗l for some τ , then
we have an ecological burst;

(Aiii) An ecological burst is also possible when E(0)< Φ∗l
for all l and S2 is more than |S1|. Then we observe that the en-
vironment destabilizes the population against self-limitation.

So, the climate and seasonal oscillations can stabilize eco-
logical dynamics in certain cases.

Consider more complicated situations. A system of equa-
tions similar to (65) and (64) can be derived (at least, formally)
in the general multidimensional case M > 1 if the parameters
γ̄i (defined by (14)) are small, and the potential energy Φ(q)
satisfies some conditions. Indeed, the behaviour of solutions
of non-perturbed Hamiltonian system is defined by the energy
E. If E is close to a local minimum of Φ, then, at least for
some values of E, we have quasiperiodic solutions that fol-
lows from the KAM theory (see [18, 19]). Then the averaging
procedure leads to a system analogous to (65) and (64). In the
multidimensional case effects (Ai)- (Aiii) are also possible if
the potential energy Φ has local minima and saddle points. All
these effects are induced by non-Hamiltonian perturbations.

Other interesting situations appear for an ecological sys-
tem decomposed into n > 1 weakly interacting compartments,
which are star systems with M = 1 and N > 1. Let us assume
that self-limitation is absent: γ̄i = 0, γi = 0 and D = 0. In this
case the Hamiltonian H(C,q, p) can be represented as

H = H0(C,q, p)+κΦ̃(C,q), (71)

where

H0 =
n

∑
l=1

Ψ(C, pl)+Φ(C,ql).

The system with the Hamiltonian H0 is a completely inte-
grable Hamiltonian one. The small contribution κΦ̃ describes
weak interactions between compartments (niches). For exam-
ple, such situation can occur if we have n preys and Nn of
predators. Each predators usually eats some special types of
prey, but sometimes (with a small frequency κ > 0) different
predators share the same prey. A similar decomposition into
weakly interacting parts can be applicable when we investi-
gate food webs living in industrial landscapes [26].

VIII. RESONANCES

The main idea is as follows. The networks with the
scale-free topology contains a number of hubs, strongly con-
nected nodes. In ecosystems, the hubs correspond to species-
generalists. Each species-generalist interacts with many
species-specialists forming a star subsystem. The different

star subsystems weakly overlapped in randomly constructed
webs. We consider networks consisting of weakly overlapped
star systems. Therefore, such webs can be viewed as sets of
weakly interacting integrable Hamiltonian systems. Thus, the
whole food-web becomes classical object of Hamiltonian the-
ory, since we are dealing with a weakly perturbed integrable
multidimensional Hamiltonian system.

A. Two interacting star systems

The resonance analysis is important in the Hamiltonian dy-
namics investigation, since resonances can lead to instabili-
ties, periodical oscillations, chaos, and other interesting ef-
fects in systems with many variables. These effects are im-
portant for mechanical and physical applications. However,
resonances have not been considered yet for large ecological
webs. For example, work [23] considered the case of two
species predator-prey systems perturbed by small time peri-
odic climate variations. In opposite to [23], we consider in-
ternal resonances, when there are no external variations and
the resonance effect is generated by system interactions. We
show that in ecological networks such internal resonance ef-
fects exist and can provoke instabilities.

Let us consider two star subsystems, the first one involves
variables v and xi, i = 1, ...,N1, while the second subsystem
involves abundances w and yi, i = 1, ...,N2. System of equa-
tions describing a weak interaction between these subsystems
can be written in the following form:

dxi

dt
= xi(−r(1)i +a(1)i v+κ ã(1)i w− γ

(1)
i xi), (72)

dv
dt

= v(r̄(1)i −
N1

∑
i=1

b(1)i xi−κ

N2

∑
j=1

b̃(1)j y j− εd1v), (73)

dy j

dt
= y j(−r(2)j +a(2)i w+κ ã(2)i v− γ

(2)
j y j), (74)

dw
dt

= w(r̄(2)i −
N2

∑
j=1

b(2)j y j− ε

N1

∑
i=1

b̃(2)i xi− εd2w). (75)

Here κ > 0 and ε > 0 are small parameters such that κ >> ε .
The terms proportional to κ describe a weak interaction of two
subpopulations with star structures. The terms proportional to
ε correspond to self-limitation effects. We assume that

r(k)i −µka(k)i =−εγ̃
(k), k = 1,2,

and introduce variables q1 and q2 (see Sect. III) by

dq1

dt
+µ1 = v,

dq2

dt
+µ2 = w,

and

xi =C(1)
i exp(a(1)i q1), y j =C(2)

j exp(a(2)i q2), (76)
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where Ck
i are unknowns. Let us define pi by

dqi

dt
= exp(pi)−µi, i = 1,2. (77)

Then p1 and p2 satisfy

d p1

dt
=−Φ

(1)
q (q1)+κg1(q2)− εd1 exp(p1), (78)

d p2

dt
=−Φ

(2)
q (q2)+κg2(q1)− εd2 exp(p2), (79)

where

Φ
(1)(q1) =

N1

∑
i=1

C(1)
i b(1)i

a(1)i

exp(a(1)i q1)− r̄(1)q1,

Φ
(2)(q2) =

N2

∑
i=1

C(2)
i b(2)i

a(2)i

exp(a(1)i q2)− r̄(2)q2,

g1(q2) =
N2

∑
j=1

b̃(1)j C(2)
j exp(a(2)j q2),

g2(q1) =
N1

∑
i=1

b̃(2)i C(1)
i exp(a(1)i q1).

For fixed Ck
i we obtain the weakly perturbed Hamiltonian

system, defined by equations (77),(78) and (79). We suppose
that for κ = ε = 0 this system has an equilibrium solution

q1(t)≡ q̄1, q2(t)≡ q̄2 (80)

and periodical solutions oscillating around this equilibrium.

B. Asymptotic analysis

To simplify the statement, we consider the case of small pe-
riodic oscillations near equilibrium (80). Then we keep only
quadratic terms in the Taylor expansion of Φk, i.e.

Φ
1(q1) = ω

2
1 q̃2

1, Φ
2(q2) = ω

2
2 q̃2

2, q̃i = qi− q̄i.

The functions gi can be approximated by linear terms as fol-
lows:

g1(q2) = g1 +g12q̃2 +O(q̃2
2), g2(q1) = g2 +g21q̃1 +O(q̃2

1),

where

g12 =
dg1(q)

dq
(q̄1), g21 =

dg2(q)
dq

(q̄2).

In the case of small oscillations system (77),(78) and (79) can
be written as a linear system of second order

d2q̃1

dt2 +ω
2
1 q̃1 = κg12q̃2− εd1(

dq̃1

dt
+µ1), (81)

d2q̃2

dt2 +ω
2
2 q̃2 = κg21q̃1− εd2(

dq̃2

dt
+µ2). (82)

The resonance case occurs if

ω1 = ω2 = ω.

If |ω1−ω2|>> κ , then system (81),(82) can be resolved in a
simple way and the solutions are small regular perturbations
of periodic limit cycles. Let us consider the resonance case.

To resolve system (81), (82), we apply a standard asymp-
totic method. Let us introduce a slow time τ = κt. We are
looking for asymptotic solutions in the form

q̃k = Ak(τ)sin(ωt +φk(τ))+κSk(t,τ)+ ..., k = 1,2 (83)

where Ak and φk are new unknown functions of τ , Sk(t,τ) are
corrections of the main terms. Here Ak define slowly evolv-
ing amplitudes of the oscillations whereas φk describe phase
shifts. Differentiating (83) with respect to t and substituting
the relations obtained into (81) and (82), we have

∂ 2Sk

∂ t2 +ω
2Sk = Fk(A1,A2,φ1,φ2, t), (84)

where

F1 =−(2ω
dA1

dτ
+ ε̄d1ωA1)cos(ωt +φ1)+

+2ωA1
dφ1

dτ
sin(ωt+φ1)+g12A2 sin(ωt+φ2)+ µ̃1)+O(κ2),

F2 =−(2ω
dA2

dτ
+ ε̄d2ωA2)cos(ωt +φ2)+

+2ωAk
dφ2

dτ
sin(ωt +φ2)+g21A1 sin(ωt +φ1)+ µ̃2)+O(κ2).

Here ε̄ = ε/κ and µ̃k = ε̄µkdk.
We seek solutions Sk of (84), which are O(1) as κ → 0.

Such solutions exist if and only if the following relations hold:∫ T

0
Fk(A1,A2,φ1,φ2, t)sin(ωt +φk)dt = 0, (85)

∫ T

0
Fk(A1,A2,φ1,φ2, t)cos(ωt +φk)dt = 0, (86)

where T = 2π/ω . Evaluation of the integrals in (85), (86)
gives the following system for the amplitudes Ak and the
phases φk:

2ω
dA1

dτ
=−ε̄d1ωA1 +b12A2 sin(φ2−φ1), (87)

2ω
dA2

dτ
=−ε̄d2ωA2 +b21A1 sin(φ2−φ1), (88)

ωA1
dφ1

dτ
=−b12A2 cos(φ2−φ1), (89)

ωA2
dφ2

dτ
= b21A1 cos(φ2−φ1), (90)

where b12 = g12, b21 =−g21. We refer to these equations as
resonance system.
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C. Investigation of the resonance system

The resonance system can be studied analytically in some
cases. Let φ2(0)−φ1(0) = (2n+1)π/2, where n is an integer.
Then equations (89), (90) show that φ2(τ)− φ1(τ) = (2n+
1)π/2 for all τ ≥ 0 and thus sin(φ2(τ)− φ1(τ)) = ±1. As a
result, we reduce (87), (88) to the linear system

2ω
dA1

dτ
=−ε̄d1ωA1±b12Q2, (91)

2ω
dA2

dτ
=−ε̄d2ωA2±b21Q1. (92)

If ε̄ >> 1, i.e., the self-limitation is stronger than the interac-
tion, then solutions of this system are exponentially decreas-
ing and we have stability. If ε̄ << 1, then solutions of this
system are exponentially increasing and we have instability
under condition b21b12 > 0, i.e.

R =
dg1(q)

dq
(q̄1)

dg2(q)
dq

(q̄2)< 0. (93)

We see that if a(k)i , b̃(k)i > 0 for all i, then R > 0 and we have a
stable dynamics (Qi are exponentially decreasing).

This relation leads to the following biological conclusion.
Instability occurs as a result of resonances only if prey-
predator interactions are mixed with other kinds of interac-
tions, which may perturb prey-predator system (even if these
perturbations are small).

IX. CONCLUSIONS

The Hamiltonian approach to food-webs presented here
have revealed that large complex ecological foodwebs can ex-
hibit different complicated dynamic phenomena: quasiperi-
odic oscillations, chaos, multistationarity and internal reso-
nances. The hamiltonian methods also allows us to describe

how varyiable environment (for example, climate), weak self-
limitation, and weak compettion may affect large foodwebs.
By averaging methods, we obtain that the typical dynamics of
a system, where different interactions coexist, is as follows.
There exist periodic or quasiperiodic oscillations. The peri-
ods and the forms of these oscillations slowly evolve in time.
After a long time evolution, these periodic oscillations can be
transformed to a chaotic chain of rare bursts. Mathematically,
these bursts are connected with some special solutions like
solitons and kinks in physics. In ecology these phenomenon
of rare bursts or transition have been observerved an discussed
both theoretically and emperically [11, 26]. A slowly varying
environment can also provoke a chaos, but in some cases it can
repress bursts and stabilizes dynamics. So, the climate may
sometimes increase ecological system stability and in other
cases have the completely opposite effect by inducing chaos.

Note that, in large foodwebs, internal resonances can arise
due to their topological structure. Such resonance effects can
result in ecological catastrophes. In particular, it is possible
that large ecological system can collapse without any explicit
external cause as a result of an internal resonance between
two weakly connected subsystems. It is shown that these ef-
fects can arise as a result of mixed interactions in the web (for
example predator-prey plus some weak competition).

Finally, an asymptotic description of complex dynamical
phenomena is possible for large food-webs. This description
uses classical methods of hamiltonian mechanics and physics
and the scale-free structure of these webs.
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