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We introduce a general contagion-like model for competing opinions that includes dynamic resistance to alternative opinions. We show that this model can describe candidate vote distributions, spatial vote correlations, and a slow approach to opinion consensus with sensible parameter values. These empirical properties of large group dynamics, previously understood using distinct models, may be different aspects of human behavior that can be captured by a more unified model, such as the one introduced in this paper.
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I. INTRODUCTION

The study of opinion dynamics, which has received considerable attention from statistical physicists, network scientists, and social scientists [1–8], explores the dynamics of competing ideas or opinions via interactions between individuals. Example application areas include voting patterns [5, 6, 9–16], product competition [17], and the spread of cultural norms and religions [18–20]. The goal of our work is to gain new insights into opinion dynamics by introducing a well-motivated model that can simultaneously describe multiple empirical observations which have previously been explained by several different models.

A wide range of models have been proposed to explain individual features of opinion dynamics observed in empirical data. For example, some models have focused on producing nonconsensus in equilibrium [2, 4, 21], while others can reproduce observed vote distributions [12, 14], or long-range vote correlations [22]. Because we believe these observations are all fundamentally related, we introduce a new model, called the Competing Contagions with Individual Stubbornness (CCIS) model, which can robustly explain the above behaviors using agent-based dynamics designed to mimic observed human behaviors. Not only does the CCIS model match the aforementioned observations with consistent parameter values, it is general enough to incorporate a wide array of plausible factors affecting the success of opinions in the real world, allowing for agents with a neutral state, opinions that are stronger than others, and opinions that may be introduced after an earlier opinion has spread through a population. Here, for simplified modeling and analysis, we focus on the case of equal strength opinions introduced at the same time and leave these other cases for future work.

In the CCIS model, at any given time point, individuals can either be in a neutral state or in one of $Q$ different opinion states. Opinions can change over time as individuals try to “convince” others in their social network to adopt their opinion. In our model, individuals exhibit ”stubbornness,” meaning that the longer an opinionated individual keeps his or her opinion, the less likely they are to switch to a new one. This property has been seen empirically in previous studies [23]. We distinguish this from other models in which individuals resist changes in their opinion independent of time, e.g., [6, 14–16, 24, 25]. Within the CCIS model, individuals that have held on to their opinion for a long time will eventually completely lose the ability to be convinced by one of their neighbors to adopt a different opinion. However, all opinionated individuals move back to the neutral state at a constant rate, which is designed to allow for a large fraction of “independent” voters, as is the case for the United States electorate [26]. Once an individual becomes neutral, they can switch opinions to any of their neighbors, which creates longer timescale opinion dynamics.

The remainder of the paper is structured as follows. We first describe related work (Section II) and then provide the details of our model and algorithm implementation (Section III), before comparing the results of our model to empirical data (Section IV). We then analyze the dynamics of our model using a series of approximations (Section V) and numerically study the consensus time outside of the parameter ranges for which our analysis is valid (Section VI). Finally, we conclude with a discussion of future work (Section VII).

II. RELATED WORK

In this section, we review the empirical studies that motivate the CCIS model and we discuss related models.

In recent years, large sets of empirical data have allowed researchers to better observe collective social dy-
eral countries demonstrate that vote distributions, when rescaled by $Q/N$, where $Q$ is the number of candidates and $N$ is the number of voters, often collapse to a universal distribution (see inset of Fig. 2) \cite{12, 13}. Two recent models have been proposed to explain this behavior \cite{12, 14}.

A model by Fortunato and Castellano \cite{12} assumes that voters are convinced to vote for a specific candidate unique to each of $Q$ social networks, with no interaction between voters of opposing candidates. While the model provides good agreement with vote distribution data and demonstrates how “word-of-mouth” or contagion-style spreading can play an important role in observed voting patterns, it cannot capture one important feature of real elections — that candidates seem to often compete for a common set of voters \cite{31–33}. Hence, we believe that a model with competing opinions on a single network, such as the one introduced in this paper, is needed to for a more complete picture of how individual level dynamics can translate to observed voting patterns.

Another model by Palombi and Toti, which does include interactions between supporters of different candidates, yields qualitative agreement with empirical data on vote distributions by assuming a network of interactions with significant structure (non-overlapping cliques connected by sparse random links) as well as a distribution of zealots (unwavering candidate supporters) that is related to the underlying clique structure of the network. By contrast, our goal is to show agreement with empirical data on both vote distributions and voter correlations using a somewhat more generic network of interactions and without imposing any connection between candidate preferences and network placement for any individuals. The contagion-inspired framework of our CCIS model, e.g., the inclusion of a neutral state and a tunable transmissibility parameter, gives it the flexibility to match the two aforementioned empirical patterns of interest while simultaneously remaining relatively simple.

Recent empirical studies have shown that the spatial correlation of vote-shares in United States elections and the spatial correlation of turn-out rates in European elections decreases as the log of the distance between two voting districts \cite{22, 34}. This contrasts to correlations of spins in many statistical mechanic spin models, which decrease as a power law or exponentially with distance \cite{35}, but is a prediction of some spin (or opinion) models, such as the Voter Model (VM), at an arbitrary, fixed time \cite{9, 10, 36}.

In addition to matching these empirical patterns by yielding spatial opinion correlations that decrease as the log of the distance between individuals (in the case of networks with significant spatial structure), the CCIS model shares other important features with the well-studied Voter Model (VM). In the VM, at each time step, an individual chooses to adopt the opinion of one of their randomly chosen neighbors \cite{9, 10}. In the basic CCIS model, opinions also change via interactions with neighbors, but instead of interacting with one neighbor at a time, individuals try to persuade all their neighbors simultaneously, similar to the approach used in the aforementioned Fortunato and Castellano \cite{12} paper. In Section V, we also consider CCIS type dynamics for the situation in which, as in the VM, interactions at each time step are focused on an pair of connected individuals instead of one individual and all of their neighbors.

The CCIS model also has important similarities to the well-studied Susceptible-Infected-Susceptible (SIS) model from epidemics. In the SIS model, individuals exist in only one of two states: “susceptible” and “infected,” and infections propagate via contacts between infected and susceptible individuals, with infected individuals eventually recovering to the susceptible state. The SIS model can be applied to the study of opinion dynamics, but, because the basic model is an explicitly two-state model, it can only be used to explore how a single opinion (contagion strain) propagates through a neutral (susceptible) population, and the SIS model must be modified to explore the competition dynamics among multiple opinions.

A few recent studies have modeled the coexistence of two contagion strains on networks with SIS-like models \cite{37–43}. Typically, in these models, individuals can only switch from one strain to another if they recover first \cite{38, 41, 42}, or else two strains can cohabit a single individual but interact on coupled networks \cite{40}. In the CCIS model, however, individuals can switch directly between opinions instead of first moving to the recovered state, and all opinions propagate on a single network. Furthermore, no individual can have more than one opinion at any time. These are realistic assumptions for opinion dynamics, because individuals can directly switch between opinions more easily than they might directly switch between diseases, and would be unlikely to hold contrasting opinions at the same time. We note, however, that across a wide parameter space in our model, one opinion eventually dominates (e.g., Eq. 4 and Figs. 7, 8, & 9), while the contagion models described above have large parameter regimes where two contagions can stably coexist. In Section V, we discuss in more detail how the CCIS model approaches consensus.

The CCIS model is further distinguished from the VM and SIS model by having individuals exhibit stubbornness \cite{44} (similar model assumptions are made in other works \cite{11, 45–47}). In our definition of stubbornness, individuals increasingly resist changing their opinion, in contrast to other models where individuals resist changes in their opinion independent of time, e.g., \cite{6, 14–16, 24, 25}. In pre-trial publicity (PTP) experiments \cite{23}, the correlation between the jury decision and the PTP opinion was stronger when individuals were exposed to PTP more than a week before the mock trial.
than when the exposure happened closer to the start of the trial. This provides some evidence that individuals change their resistance to alternative opinions, but not necessarily monotonically with time. Further evidence from voter data is currently lacking and is an important area for future study. Nonetheless, the initial evidence from juries and the strong agreement to data we find with our current model is suggestive that stubbornness may play an important role in the dynamics of opinions. We also note that stubbornness is similar to the primacy effect, well studied in psychology [48, 49], in which the first idea someone hears is favored regardless of its validity. That effect, however, deals only with the ordering of choices and does not take into account the time intervals between choices.

The CCIS model is designed to offer a more general framework than many previous models. It allows for different opinions to be more or less likely to be adopted relative to each other, for individual opinions to be more or less likely to exhibit stubbornness, for some opinions to be introduced at later times than others, and for individuals to exist in a neutral state. These additions give it the flexibility to capture a variety of situations. In this paper, for simplicity, we focus on the case of opinions with equal strengths and individuals with identical stubbornness parameters.

III. MODEL DETAILS

In this section, we describe the dynamics of the CCIS model in detail (see Fig. 1 for a schematic). The model operates on a network with \( N \) nodes, in which the state of each node, \( i \), is \( s_i \in \{0, 1, 2, ..., Q\} \), where \( Q \) is the total number of opinionated states and \( 0 \) corresponds to the neutral state. For ease of analysis, we study the case in which interactions between individuals occur on a fixed, unweighted network.

At \( t = 0 \), \( n_0 \) (possibly 0) nodes are in state 0, \( n_1 \) (again, possibly 0) are in state 1, etc., such that \( n_0 + n_1 + ... + n_Q = N \). We leave open the possibility for new opinions to be added at arbitrary times in the simulation. However, in this paper, we focus on the case where at \( t = 0 \), \( n_1 = n_2 = ... = n_Q \) (and therefore all opinions are simultaneously introduced).

Algorithmically, we implement the model as follows:

1. Pick a random opinionated node \( i \) (i.e., a node not in state 0)
   (a) Revert \( i \)’s state to 0 with probability \( \frac{1}{1 + \delta} \)
   (b) Otherwise pick each of \( i \)’s neighbor at random:
      i. Convert any neutral (state 0) neighbor to state \( s_i \) with probability \( \beta \)
      ii. Convert any contrary opinionated neighbor \( j \) to state \( s_i \) with probability
         \[ \max\{\beta(1 - \tau_j \mu), 0\} \], where \( \tau_j \) is the time since node \( j \) adopted its current opinion.

2. Count the number of opinionated individuals, \( N_{op} = N - n_0 \), and repeat from step 1 with time incremented by \( \Delta t = N_{op}(1 + \delta)^{-1} \).

Here, for simplicity, we assume that the persuasiveness of each individual, \( \beta \), the recovery rate, \( \delta \), and the stubbornness, \( \mu \), do not depend on which opinion is held, but there may be situations for which these parameters should be differentiated according to opinion. We implement stubbornness in the following way: the effective persuasibility of a node \( j \) by a neighbor with a contrary opinion, \( \beta(1 - \tau_j \mu) \), decreases linearly in time until \( \tau_j = \mu^{-1} \), at which point individual \( j \)’s opinion remains fixed unless \( j \) moves to the neutral state, which occurs at rate \( \delta \). A natural alternative to our implementation of stubbornness is to construct an effective persuasibility that decreases exponentially, \( \beta \exp(\tau_j \mu) \). We choose the linear form for its simplicity, but we expect similar dynamics for the two cases.

Table I summarizes that model’s parameters and variables.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t )</td>
<td>Time</td>
</tr>
<tr>
<td>( \tau )</td>
<td>Time the most recent opinion has been kept</td>
</tr>
<tr>
<td>( \beta )</td>
<td>Persuasiveness</td>
</tr>
<tr>
<td>( \mu )</td>
<td>Stubbornness rate</td>
</tr>
<tr>
<td>( \delta )</td>
<td>Recovery rate</td>
</tr>
<tr>
<td>( Q )</td>
<td>Number of opinions</td>
</tr>
<tr>
<td>( N )</td>
<td>Number of nodes (“voters”)</td>
</tr>
<tr>
<td>( \rho^{(A)}(t) )</td>
<td>Opinion ( A ) density as a function of ( t ) and ( \tau )</td>
</tr>
<tr>
<td>( \int_0^\infty \rho^{(A)}(t, \tau')d\tau' )</td>
<td></td>
</tr>
<tr>
<td>( \alpha )</td>
<td>Scale-free degree distribution coefficient ( (p(k) \sim k^{-\alpha}) )</td>
</tr>
</tbody>
</table>
Note that at each time step, $\Delta t$, is normalized such that $N_{op}$ node-node interactions take place, and $\delta N_{op}$ of the opinionated nodes recover, after a time $\sum \Delta t_i = 1$. Holding $N_{op}$ constant for each time step, $\Delta t = ((1 + \delta) N_{op})^{-1}$ and the recovery probability is $\delta/(1 + \delta)$. This method is based upon a similar approach used for the SIS model to approximate continuous time dynamics [50].

We include the recovery rate in our model to allow for a large fraction of individuals to remain neutral over long time scales. This is motivated in part by the empirical observation that a significant fraction of Americans remain unaffiliated with any political party, and that this fraction is stable over the timescale of years [26], yet in individual elections, these “independents” frequently vote for candidates with party affiliations, and hence can be thought of as having adopted the party “opinion” over short timescales. Additional elements of realism, such as mass media [51], party affiliation [52], and variations in the recovery rate, have been left out of this model for simplicity, and may be important for future study.

IV. AGREEMENT WITH DATA

In this section, we show that the CCIS model can reproduce two empirical observations: (1) distributions of votes received by candidates, when appropriately rescaled, follow a nearly universal function [12, 13] and (2) correlations between voters decrease only logarithmically as a function of distance [22, 34]. We find agreement between the CCIS model and both empirical observations using spatially extended networks with heavy-tailed degree distribution (a reasonable model for social networks [54, 55]). In agreement with Fortunato and Castellano [12], we find that a heavy-tailed degree distribution is important for matching the opinion model’s distribution to the empirical vote distribution data. We emphasize that the spatial component (meaning that nodes preferentially connect to others that are spatially close) is necessary to create spatial correlations that match empirical observation. The networks are created as follows: all nodes are embedded on an $\sqrt{N} \times \sqrt{N}$ two-dimensional grid with periodic boundary conditions. The out-degree, $k_i \geq k_{min}$, is chosen from a power law degree distribution, $p(k) \sim k^{-\alpha}$ with minimum degree $k_{min}$, which is specified so that the desired average degree, $\langle k \rangle$, is reached. Directed links from node $i$ to the $k_i$ nearest (in grid-space) other nodes are then created. A fraction $f$ of edges are then rewired at random to add noise to the network. A more detailed description of the network is given in Appendix A.

A. Voter Scaling

As Fig. 2 shows, the CCIS model with appropriate parameter choices can closely match empirical vote distributions rescaled by $Q/N$. We simulated each election one time for each set of parameters to test how well our model can typically follow the empirical data, and each election is run on a spatially distributed scale-free graph (as described above) with $N$ and $Q$ the same as empirical data to account for finite size effects. We varied the initial fraction of individuals seeded until the model fits the distribution from Poland’s 2005 elections (which has the largest number of elections). All other simulation parameters were fixed to reasonable values: $\beta = 0.1$, $\langle k \rangle = 10$, $\mu = 1$, $\delta = 0$, and $\alpha = 2.01$ (see Appendix A for details regarding the fit and the robustness of the results to changes in the parameters).

The simulation results plotted are for networks without random rewiring (i.e., $f = 0$), but we note that we
find similarly good fits for larger values of $f$. In the simulations, $\mu > 0$ and $\delta = 0$ in order to reach a non-consensus equilibrium, because otherwise we would have to stop the simulation at some arbitrary time before consensus is reached. These same parameters were used to fit all the other countries’ elections.

Overall, we find good fits between our model and voter data as long as $\mu > 0$, and the distribution is sufficiently heavy tailed, i.e. the magnitude of the degree distribution exponent is small ($\alpha < 3$). See Fig. 11 in Appendix A for a detailed analysis of the robustness of the fit to parameter variation. Our findings suggest that both individual stubbornness and heavy-tailed degree distributions in social networks [54] may be important underlying drivers of the generic behaviors observed in opinion dynamics.

The reason for the strong fit in Fig. 2 is in part because our model appears to follow a nearly universal distribution when each vote is rescaled by $Q/N$, like the empirical data from the elections it attempts to model. Of the elections modeled, we find that only Switzerland’s diverges significantly from our model due to its unusual “double-hump” distribution, plausibly because votes are swayed by the local language differences (primarily French and German).

We note that agreement between the model and empirical data (Figs. 2 & 5) is also possible when the initial fraction of individuals seeded, $P(t = 0)$, is 100% if the persuasiveness of each individual, $\beta$, is adjusted to 0.65. In this case, because $\delta = 0$, no individual ever reaches the neutral state. Despite the fact that agreement with data can be achieved without the inclusion of a neutral state, we believe that such a state is important since most voters start out with little knowledge of the candidates.

One natural way to seed opinions when explaining the candidate vote distribution is to assume that only one individual has an initial vote preference: the candidate himself. This creates a poor fit for our model (not shown), possibly suggesting that the initial spreading process differs from the one that takes over after a short time.

Our work is influenced by the Fortunato and Castellano (FC) model (introduced in Section II), which was developed to describe the same distribution data [12]. In both the FC and CCIS model, individuals try to persuade neutral neighbors in the network at some rate. Opinions do not compete in the FC model, but instead spread within isolated networks, meaning that each of the $Q$ candidates convince voters to vote for him or her by word of mouth to their friends, which then spreads to their friends’ friends, etc. In this scenario, an individual only decides whether or not to vote for one specific candidate and never decides between candidates. The CCIS model is designed to capture a more realistic scenario in which candidates compete for the same set of voters [31–33]. We directly compare our model to the FC model in Fig. 3. Both models create similar fits, based on the log-likelihood function, with neither being significantly better.

### B. Spatial Correlation

Next, we show that the CCIS model creates correlations that decrease logarithmically with distance, as seen in empirical studies [22, 34]. This behavior is not unique to our model because many models can create logarithmically decreasing correlations as they approach the VM Universality Class [56] in some special parameter range. We find it important, however, that our model is the first...
model we are aware of that can reproduce both the previously mentioned vote distributions, and this behavior, especially over a wide set of parameters. In comparison, the FC model [12] assumes non-interacting opinions on random graphs, and the Palombi and Toti model [14] assumes opinions interact on non-spatially distributed cliques with edges connected randomly between them, so votes are uncorrelated in space. Analysis of the observed logarithmic correlations in the CCIS model are discussed in the next section. Simulations, however, suggest the most important property in our model to reproduce the empirical observations is a spatial structure in our social network, whether the network is a lattice, small-world (random rewiring), or the current scale-free spatial network. Therefore, this property is very general, and should be generically seen in empirical data.

Figure 5 shows results from simulations of our model on spatial scale-free networks with $10^6$ nodes and the same model parameters as in Fig. 2 (if $f = 0$). The figure also shows results from simulations for which a fraction, $f$, of edges were randomly rewired. The rewiring process reduces the spatial features of the graph by creating long-range ties that significantly reduce the mean geodesic distance between points. Even with large $f$, however, we still see strong qualitative agreement with empirical data.

We note, however, that while empirical voting patterns are consistent with the CCIS model operating on a spatially-extended network, we cannot rule out the possibility that the empirical correlation data is the result of self-segregation, e.g., that “Republicans” move to “Republican” counties. Additional data is necessary to differentiate these two potential explanations for spatial correlations in voting behavior.

V. ANALYSIS

In this section, we analyze the dynamics of our model to better understand the behaviors it is capable of producing. To do so, we simplify the model in three different ways, allowing us to probe the dynamics more thoroughly than any single approximation.

First, to probe the spatial correlation behavior discussed in the previous section we explore the limit in which our model simplifies to a diffusion process. Second, we explain how opinion sizes change in time with a transport-like equation, which assumes individuals mix homogeneously in an infinitely large network and tracks the time evolution of the density of individuals who have held a specified opinion for designated length of time. Finally, we use the Fokker-Planck equation to explore, for the case $\mu = \delta = 0$ (i.e., no stubbornness and no recovery), how our model reaches opinion consensus for finite systems with heterogeneity in the connectedness of individuals. Under the Fokker-Planck approximation (FPA), we handle heterogeneity in the number of connections but we do not capture spatial effects or incorporate stubbornness and recovery, motivating all three separate types of analysis.

A. Spatial Correlations

Spatial correlations between opinions in the CCIS model decrease logarithmically over a wide parameter space (see Fig. 5). We can demonstrate this spatial correlation behavior analytically for the continuum limit of the CCIS model seeded with two opinions (and no neutral individuals) on a lattice grid, for the case $\mu = \delta = 0$. Because $\delta = 0$, nodes do not independently change to any other state, and furthermore, because $\mu = 0$, the probability of each node changing their state is (number of opposing neighbors)/[(2d)$^2\beta$] at any timestep, where 2d is the degree of a d-dimensional lattice. In comparison, the two-opinion VM assumes that agents are convinced by a random neighbor’s opinion at each timestep [9, 10], or equivalently, the probability of any node changing their state is (number of opposing neighbors)/(2d), therefore, in this parameter range, the CCIS kinetics exactly the same as the VM, with time scaled by 2$\beta$.

The VM can be approximated as a diffusion process in the continuum limit [36], meaning the correlation as a function of time, $t$, can be expressed as:

$$C(r) \sim \begin{cases} 
1 - \frac{r}{\sqrt{Dt}} & d = 1 \\
1 - \frac{\log(r)}{\log(t)} & d = 2 \\
\sqrt{2-d} & d \geq 3 
\end{cases}$$

in which $D = d$, $r$ is the distance between nodes, and nodes are separated from their neighbors by unit one distance. Eq. 1 is the same for the CCIS model in this limit, with $D = (2d^2\beta)^{-1}$ to reflect the rescaling of time. The spatial correlation between opinions in the CCIS model therefore decreases as $\log(r)$ for fixed time in this limit.

B. Transport-Like Approximation (TLA)

Next, we try to better understand how opinions change in time in the CCIS model. We present a partial differential equation similar to the transport equation, to describe the dynamics of the CCIS model in the mean field. This approximation, which we discuss in more detail in Appendix B, holds for all $\beta$, $\mu > 0$, and $\delta = 0$:

$$(\partial_t + \partial_x)\rho^{(A)}(t, \tau) = -\Theta(1 - \tau\mu)(1 - \tau\mu)\beta k \rho^{(A)}(t, \tau) \sum_{B \neq A} P^{(B)}(t).$$

(2)
Here, \( \rho^{(A)}(t, \tau) \) is the density of individuals at time \( t \) that have opinion \( A \) for a time \( \tau \). The above equation says that \( \rho^{(A)}(t, \tau) \rightarrow \rho^{(A)}(t + \Delta t, \tau + \Delta \tau) \), and change to an opinion \( B \neq A \) at a rate \( \beta(1 - \tau \mu) \). If \( \tau \mu > 1 \), the RHS is 0 due to the Heaviside step function, \( \Theta \). The boundary condition (not shown) describes the gain in new individuals (increase in \( \rho \)) via conversion of individuals who were neutral or of an opposing opinion, allowing \( \rho^{(A)}(t) = \int \rho^{(A)}(t', \tau')d\tau' \) to remain constant in equilibrium. Agreement between the equation and simulations is poor when \( \delta = 0 \), because, after being stochastically pushed out of equilibrium, the system quickly approaches consensus. Similar results are seen when \( \delta > 0 \), after incorporating a few additional terms. We will discuss how to analyse the dynamics when \( \delta > 0 \) in the next section. However, excellent agreement between theory and simulations is observed in Fig. 6 when \( \delta = 0 \) and \( \mu > 0 \).

### C. Fokker-Planck Approximation of the CCIS Model

We can also analyze the model when \( \mu = \delta = 0 \), with the Fokker-Plank Approximation (FPA). The main difference between the FPA and the TLA is that the FPA takes into account the size of the system, and degree heterogeneity of a random graph, but does not incorporate the effects of stubbornness or recovery. Under this approximation, links randomly rewire, so we have no spatial information about the network, and cannot say anything about spatial correlations. It is therefore a powerful theory but only for specific network topologies. Our analysis may be improved upon, by modeling bipartite networks, networks with strong cliques, or using a more accurate pair approximation [5, 57, 58], but our goal here is to derive simple expressions that can describe some of the most interesting behavior. We give the details of the FPA in Appendix C and describe the main results here.

Consensus time, \( T_{\text{cons}} \), is found to be finite and scales in non-trivial ways with the network topology and the persuasiveness parameter \( \beta \). If \( \rho \) are the fraction of individuals with one of two opinions, we find that

\[
\frac{\partial}{\partial \rho} T_{\text{cons}} = \frac{\rho(1 - \rho)}{N_{\text{eff}}} \frac{\partial^2 T_{\text{cons}}}{\partial \rho^2} = -1, \tag{3}
\]

where \( N_{\text{eff}} \) is the effective size of the network:

\[
N_{\text{eff}} = \begin{cases} N & \text{Outward Process} \\ \frac{\langle k^2 \rangle}{\langle k \rangle^2} & \text{Neutral Process} \\ \frac{\langle k \rangle}{\langle k^2 \rangle} & \text{Inward Process} \end{cases}, \tag{4}
\]

and where \( \langle k \rangle \) and \( \langle k^2 \rangle \) are the first and second moments, respectively, of the network degree distribution. Solving Eq. 3, we find that \( T_{\text{cons}} \sim N_{\text{eff}} \) (see Appendix C for derivation).

In Eq. 4, the outward process is where an opinion spreads from an individual to its neighbors (which is assumed in the basic CCIS model). More generally, there are two other ways the opinion could spread: (1) the neutral process is where an opinion spreads between two individuals on a random link, and (2) the inward process is where opinions spread from neighbors to an individual.

We now discuss comparisons between simulations and theory for the outward process (in Appendix C, we compare \( T_{\text{cons}} \) in simulations to an equivalent \( T_{\text{cons}} \) theory for the neutral and inward processes).

When \( \delta = 0, \mu = 0 \), and \( \beta k = 1 \), the CCIS model is similar to the invasion process (IP) [5], in which a neighbor is randomly chosen to have the same opinion as the
root node [5]. In the true IP, $T_{\text{cons}} \sim N\langle k \rangle /\langle k \rangle$, but in the CCIS model, $T_{\text{cons}} \sim N/\langle k \rangle$ for large $N$. The discrepancy is due to a fixed fraction of neighbors, $1/\langle k \rangle$, being changed in the CCIS model, instead of exactly one in the IP. Interestingly, this implies that $T_{\text{cons}} \sim (N\beta^2)^{-1}$ in a complete graph, which we observe in Fig. 7, while in the IP, $T_{\text{cons}} \sim N$ even for $N \approx 10$ (not shown). In the CCIS model, we find that, for small $N$, the consensus time is roughly $(2\beta)^{-1}$, the mean time for consensus to be reached between two nodes. The crossover to the asymptotic limit is when $T_{\text{cons}} = (2\beta)^{-1} = (N\beta^2)^{-1}$ or $N = 2/\beta$. In conclusion, although some of the scaling behavior resembles previous work on the VM, we make predictions that are completely distinct from previous VM-like models. This discrepancy has the potential to be tested in a social experiment by observing the time to consensus in small groups, because the difference is apparent even for small $N$. We leave this for future work.

VI. CONSENSUS TIMES FOR $\delta > 0$

Finally, we numerically study $T_{\text{cons}}$ for $\delta > 0$, where the previous analysis breaks down, in two ways. Figure 8 illustrates how the consensus time depends on the recovery rate $\delta$ when $\mu = 0$. Figure 9 shows how the consensus time depends on the stubbornness rate $\mu$ for different values of $\delta$. Note that “consensus” here refers to the state in which at most one opinion remains. Thus the consensus state may contain a mixture of opinionated and neutral individuals, as long as all opinionated individuals hold the same opinion.

Fig. 8 shows that the consensus time decreases with $\delta$. Because the expected number of opinionated individuals at any given time decreases as $\delta$ increases, the time it takes for the opinionated individuals to reach consensus is also shorter. For this reason, we hypothesize that $T_{\text{cons}} \sim N_{\text{eff}} \sum_{A} P^{(A)}$, with $N_{\text{eff}}$ as defined previously. In other words, we generalize Eq. 4 and claim $N_{\text{eff}} \sum_{A} P^{(A)}$ is the new effective size of the network.

In Fig. 9, we plot $T_{\text{cons}}$ versus $\mu$ for various values of $\delta$ to understand how our model more generally reaches consensus for finite networks. First, we find that $T_{\text{cons}} \sim \log(N)\delta^{-1}$ for small $\delta$ and $\mu > 0.1$, which, in this limit, is in agreement with previous analysis [44]. The behavior of $T_{\text{cons}}$ versus $\mu$ demonstrates interesting parallels to other models [11, 44, 45] (Fig. 9), whereby at a non-trivial value of $\mu = \mu_c(\delta)$, the consensus time reaches a minimum, and at larger values of $\mu$ the consensus time increases significantly. This may generically imply that large groups reach consensus relatively quickly.
if individuals are moderately resistant to changing their opinion.

VII. CONCLUSION

In conclusion, we have introduced a model of opinion dynamics that agrees with current empirical data and exhibits interaction dynamics based upon real human behavior.

In addition, because our model makes few assumptions, it may plausibly explain a range of behaviors, which future empirical investigations may be able to corroborate. For example, the model can be used to explore the “viral” spread of competing products, in which stubbornness is mapped to increasing brand loyalty\cite{60, 61}. In this case, the brand-share distribution might be similar to Fig. 2.

Future work is necessary, however, to model opinions with greater realism. As mentioned previously, this model might benefit from additional realistic assumptions. For example, mass media could be added, because it can be more influential than individual persons. Similarly, we could add party affiliation, which may bias which candidate(s) individuals initially prefer, or are likely to support in the future \cite{52}. Additionally, the recovery rate could be tied to an individual’s stubbornness, instead of constant as we assume here for simplicity.

In addition, one could model heterogeneous stubbornness, either at the opinion level (as our model assumes) or individual level, because some individuals appear to stubbornly hold on to an idea, while others may shift their stance more readily. This is known to add greater realism to opinion dynamics because the most stubborn individuals possible, known as “zealots” in previous literature, can help push the political preference in a two party system near the 50\%/50 mark, alike to what we observe in the CCIS model \cite{6, 15, 16}. Expanding on previous work, we expect that adding heterogeneous stubbornness to our model can further slow down or stop consensus and potentially create better agreement with data. In addition, we assume agents linearly increase their resistance to alternative opinions in time. This is not necessarily true because PTP (pre-trial publicity) a day before a trial produced a negative correlation between the biased news and the juror decision, while PTP exactly a week before a trial is not statistically significant \cite{23}. A non-linear or non-monotonic stubbornness may significantly change the dynamics.

Finally, this paper assumes that all opinions are equally strong and spread at the same time, but this is not necessarily true in reality, which we discuss briefly in Section III. MySpace started before Facebook, for example, and therefore more people initially preferred MySpace \cite{37}. Facebook was later seen as a preferred opinion, however, and eventually dominated social media at the expense of MySpace and similar platforms. Future work should therefore allow for a first-mover advantage

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{network.png}
\caption{(Color online) A schematic of the network chosen to fit our models to empirical data. All nodes have a scale-free out-degree distribution whereby a node $i$ with degree $k_i$ (in this example, $k_i = 9$) is then connected to its nearest neighbors.}
\end{figure}
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Appendix A: Fitting the CCIS Model to Data

In this section we describe in more detail how the CCIS model is fit to empirical vote distribution data and correlation data

1. Network Model

To match the model to data, we use a spatially distributed network, which creates a non-zero spatial correlation, and we find that we need a scale-free distribution to best match scaled vote distribution data. Adding both of these properties to a single network, however, is not just convenient, but realistic. For example, we could try to run a model on the most natural spatial network: a grid. In a grid, individuals only interact if they are spatially close, but previous work on the “six degrees of separation” between two randomly chosen individuals \cite{63, 64} and “weak ties” between socially disparate individuals \cite{65}, suggests that ties can exist between individuals who are spatially separated by large distances. Furthermore, unlike grids, the degree distribution of many social networks is a power law \cite{54}.

Combining all these properties, we can create spatial scale-free networks, such as the one in Fig. 10. Nodes have an out-degree $k$ chosen from a scale-free distribution, and are placed on a grid with unit distance. Each
node is then connected to their nearest neighbors, although to test the robustness of our results, a fraction $f$ of are randomly rewired. As $f$ increases, the model makes similar fits to the vote distribution data but the spatial correlation decreases. To keep $\langle k \rangle$ constant for fixed degree distribution $p(k > k_{\text{min}})$, we change the proportion of nodes with degree $k_{\text{min}}$ until we have the appropriate $\langle k \rangle$. The directed nature of the network reduces the chance of multi-edges or self loops, and it seems to be a reasonable assumption that people with a lot of connections broadcast their opinion to a wide audience without as much attention paid to the ideas of those same individuals.

2. Fitting Model Parameters

Next we discuss how our model is fit to data. The Poland 2005 data set is chosen due to the large number of elections (593, versus $\sim 200-400$ for other countries). In our simulations, seeded individuals are equally split among the various candidates, but variations in seeding should create similar results. Maximum Likelihood Estimation (MLE) is used to determine the appropriate seeding fraction.

The model has no readily apparent closed-form solution, and a Kernel Density Estimator for the model greatly over-estimates the probability for small $x_i$, therefore we approximate the probabilities with log-binned histograms (the widths, however, do not seem to change the best fit parameter significantly).

3. Parameter Values

In the FC model, only the candidate has an initial preference of whom to vote for, while in our model, we assume a set percentage of individuals have an initial preference to some candidate. The CCIS model creates a poorer fit when $Q$ individuals are seeded (not shown), but seeding a fixed percentage seems to be an equally realistic assumption if we imagine that a small percentage of voters are initial strong supporters of the candidates.

We can also let the fraction seeded be 100%. Holding $\mu = 1$, the best fit $\beta$ value is 0.65, with a fit similar to Fig. 2. We choose to seed less than the total population, because it seems reasonable that at some starting point, not everyone is aware of the candidates.

To fit our model to the distributions, we set $\beta$ to 0.1, $\mu$ to 1, and $\langle k \rangle$ to 10, but variations in these values do not significantly affect our results (see Fig. 11 in Appendix A, where we hold all parameters fixed, except for the given parameter plotted). We also fix $\delta = 0$ in order for the distribution to remain fixed in equilibrium. The MLE for alpha, however, varies depending on the type of network chosen. For example, while $\alpha = 2.01$ creates a good fit with our current model network (spatially-extend scale-free), $\alpha = 2.5$ creates a good fit on an undirected scale-free network with no spatial structure. Whatever the optimal $\alpha$, however, we find that a wide distribution (e.g., $\alpha < 3$) works best, when fitting to data. A Poisson or $k$-regular graph, for example, never appears to fit well with data, regardless of the other parameter choices.

We have more freedom to vary all parameters if our only goal is to create vote correlations similar to empirical data (Fig. 5). The roughly logarithmically decreasing correlation with distance is observed for many values of $\delta \geq 0, \mu \geq 0, \beta > 0, P(0) > 0$ and $\alpha > 2$. Just one example are the parameters chosen in Fig. 5.

4. Determining The Spatial Correlation

We finally mention how the correlations in Fig. 5 are calculated. To be consistent with previous work [22, 34] and Fig. 5a, we define the normalized correlation in our figures as:

$$C(r) = \frac{\langle P_i^{(1)} P_j^{(1)} | d_{ij} \approx r \rangle - \langle P_i^{(1)} \rangle^2}{\sigma_{P_i^{(1)}}^2}, \quad (A1)$$

in which $P_i^{(1)}$ is the fraction of voters for candidate 1 within a small region (which we choose to be $5 \times 5$ node squares), $\langle P^{(1)} \rangle$ is the average fraction of voters for candidate 1, and $\sigma_{P_i^{(1)}}^2$ is the variance in vote distribution across all regions. $\langle P_i^{(1)} P_j^{(1)} | d_{ij} \approx r \rangle$ is the 2-point correlation function between regions whose centroid is a distance $r \pm 1/2$ from each other.
Appendix B: Derivation of the Transport-Like Approximation

In this appendix, we use the TLA to understand the initial jump in the opinion densities (see Figs. 6 & 12). Our model can be described by the following equation in the mean field:

\[
(\partial_t + \partial_\tau)\rho^{(A)}(t, \tau) = -\delta \rho^{(A)}(t, \tau) - \Theta(1 - \tau \mu)(1 - \tau \mu)\beta k \rho^{(A)}(t, \tau) \sum_{B \neq A} P^{(B)}(t),
\]

with the boundary conditions:

1. \(\rho^{(A)}(t, \infty) = 0\),

2. \(\rho^{(A)}(t, 0) = \delta(0^+)\sum_{B \neq A} \int_0^{\mu^{-1}} \beta k \rho^{(B)}(t, \tau') d\tau'\),

3. and \(\rho^{(A)}(0, \tau) = f(\tau)\) for neighbors (dark gray or blue term).

3. Initial conditions

We focus on the simpler case of \(\delta = 0\) for our analysis because adding \(\delta\) to the equation numerically does not seem to affect consensus, while, in simulations, consensus happens quickly. Future analysis of perturbations around equilibrium, however, may give us better insight into what happens in simulations. We do know, however, that when \(\delta \ll 1\), the equation can be simplified to the one seen in [44], to derive a set of equations following [44], to derive a set of equations.

The simplified equation is:

\[
(\partial_t + \partial_\tau)\rho^{(A)}(t, \tau) = -\Theta(1 - \tau \mu)(1 - \tau \mu)\beta k \rho^{(A)}(t, \tau) \sum_{B \neq A} P^{(B)}(t),
\]

with the same boundary conditions.

We first try to understand the transient “jump” in the fraction of individuals following a given opinion on a timescale that is in many cases much smaller than the time to reach consensus. We wish to understand the the equilibrium fraction of individuals with a given opinion, and the time to reach equilibrium.

For the former, we find close agreement between the theory and simulations (Fig. 6), especially when \(\langle k \rangle \geq 10^2\). For fixed networks with \(\langle k \rangle < 10^2\), the equilibrium values are on average below theoretical values, plausibly because individuals are less connected to their neighbors, and thus less influenced by them, than the mean field theory assumes. To find agreement with simulations, we numerically determined equilibrium values by stepping forward the equation using the forward Euler method.

This method is inherently sensitive to the timestep width, \(\Delta t\), especially when \(\Delta P_{eq} \approx 0.5\), therefore we find the equilibrium value can be more accurately determined by varying the timestep width and, via linear regression, determining the asymptotic limit for the equilibrium as \(\Delta t \to 0\) (Fig. 13). This seems to reduce our statistical error to less than 0.5% compared to as much as 1 – 6%, and is in excellent agreement with the simulations.

Next, we determine the time to reach equilibrium. We discretize \(\tau\), following [44], to derive a set of equations...
FIG. 12. (Color online) Schematic of the scalar variable in Eq. B1 as a function of time, \( t \), and time since opinion adoption, \( \tau \).

FIG. 13. (Color online) Details regarding the theory curve of Figure 6. (Inset) For each value of \( \beta \), we vary the timestep width for Eq. 2 (\( \Delta t \)), and find the resulting equilibrium value. \( \Delta P_{eq}(\Delta t \to 0) \) is estimated via linear regression. (Main figure) Plotting \( \Delta P_{eq}(\Delta t \to 0) \) and slope for \( \Delta P(0) = 0.05 \), we find the slope, seen in the inset, is greatest when \( \Delta P_{eq} \approx 0.6 \), implying the error from using a single value of \( \Delta t \) would have been largest in this range.

that we linearize around a fixed point to determine the scaling of the transient time (Eq. B9 & B10). Our approximations are only accurate for \( \mu \ll 1 \), but seem to be qualitatively similar to numerical data for \( \mu \sim O(1) \).

We define the following macroscopic variables:

\[
P^{(1)}(t) = \sum_{\tau'} \rho^{(1)}(t, \tau'), \quad \text{and} \quad P^{(2)}(t) = \sum_{\tau'} \rho^{(2)}(t, \tau'),
\]

\( \text{in which } \sum_{\tau'} \text{ is shorthand for } \sum_{\tau'=0}^{\infty}. \) If we let \( \Omega[\cdot] \) be the conditional probability function, and \( \dot{x} \equiv \frac{dx}{dt} \), then Eq. 2 becomes (for \( \tau > 0 \)):

\[
\dot{\rho}^{(1)}(t, \tau)
= \Omega[\rho^{(1)}(t, \tau)\rho^{(1)}(t, \tau - 1)]\rho^{(1)}(t, \tau - 1) - \rho^{(1)}(t, \tau)
\]

\( \text{(B3)} \)

Expanding these variables out, we find that:

\[
\dot{\rho}^{(1)}(t, \tau)
= (1 + \beta k \{(P^{(1)}(t) + \mu(\tau - 1)]P^{(2)}(t) - 1\})\rho^{(1)}(t, \tau - 1) - \rho^{(1)}(t, \tau),
\]

\( \text{(B4)} \)

and for \( \tau = 0 \):

\[
\dot{\rho}^{(1)}(t, 0)
= \beta k [P^{(1)}(t)P^{(2)}(t) - I^{(2)}(t)] - \rho^{(1)}(t, 0).
\]

\( \text{(B5)} \)

With an equivalent set of equations for \( \rho^{(2)}(t, \tau) \) and

\[
I^{(1)}(t) = \sum_{\tau'} \mu \tau' \rho^{(1)}(t, \tau'), \quad I^{(2)}(t) = \sum_{\tau'} \mu \tau' \rho^{(2)}(t, \tau'),
\]

\( \text{(B6)} \)

From the above results we can sum \( \rho^{(1)}(t, \tau) \) to find the equations for the macroscopic variables:

\[
\dot{P}^{(1)}(t) = \beta k [I^{(1)}(t)P^{(2)}(t) - I^{(2)}(t)P^{(1)}(t)].
\]

\( \text{(B7)} \)

To lowest order in \( \mu \), we also find that:

\[
I^{(1)}(t) \approx \mu(1 - \beta k)P^{(1)}(t) + \beta k [\mu P^{(1)}(t)^2 + I^{(1)}(t)P^{(1)}(t) - I^{(1)}(t)].
\]

\( \text{(B8)} \)
FIG. 14. (Color online) $T_{eq}$ versus $N$ for various $\mu$ and $\beta k$ (simulations on $k$-regular random graphs, with $k = 10$). Inset shows collapse when $T_{eq}$ is rescaled by $\lambda_1$, with the best fit slope equal to $\nu$ in Eq. B10.

These equations are solvable by expanding around the solution $P^{(1)} = P^{(2)} = 1/2$ and $I^{(1)} = I^{(2)} = \mu[1/\beta k - 1/2]$, to first order. The resulting largest eigenvalue is

$$\lambda_1 \approx \frac{-\beta k - 4\mu + 2\beta k\mu + \sqrt{16\beta k\mu + (\beta k + 4\mu - 2\beta k\mu)^2}}{4}. \tag{B9}$$

The time to reach equilibrium, $T_{eq}$, is:

$$T_{eq} = \nu \frac{\log(N)}{\lambda_1}, \tag{B10}$$

where $\nu$ is a fitting parameter found to be $1.26 \pm 0.04$ from simulations. When $\beta k = 1$, this eigenvalue should agree exactly with the value cited previously [44], but we find disagreement by an overall prefactor of 1/4 which, at least to our knowledge, may have been missed in the previous work. Figure 14 shows how simulations agree with theory. We notice disagreement is most significant when $\mu$ approaches 1, and $\beta$ is small (e.g., $\beta = 0.1$).

Appendix C: Scaling of effective network size

In this appendix we derive Eq. 4 using a FPA, which is distinct from the TLA in Appendix B. Our derivation is heavily based on the derivation of consensus times for the VM and Invasive Process by Sood, Antal, and Redner [5].

1. Derivation

We use the same conventions as in that paper, except the transition probability scaling factor, $S$, the degree distribution, $p(k)$, and associated moments, $\langle k^m \rangle = \sum_k p(k)k^m$. Note that we assume for now that $\beta < 1/\langle k \rangle$ for the inward spreading method (opinions spread inward toward an individual).

Let $\eta(x)$ be the state of a node $x$ on a network with adjacency matrix $A_{xy}$ and order $N$. Assuming 2 opinions and that $\mu$ and $\delta \to 0$, we have a two-state system. Using the conventions of Sood, Antal, and Redner [5] the opinions of the two-state system are “0” or “1” instead of “0” or “2”. We stress that the 0 state is an opinionated state. Lastly $\eta_x$ is the state of the system after changing a node $x$:

$$\eta_x(y) = \begin{cases} \eta(y), & y \neq x \\ 1 - \eta(x), & y = x \end{cases}. \tag{C1}$$

The transition probability at node $x$ is therefore:

$$P(\eta \to \eta_x) = \sum_y \frac{A_{xy}}{NS} [\Phi(x, y) + \Phi(y, x)], \tag{C2}$$

in which:

$$S = \beta^{-1}, \tag{C3}$$

and

$$\Phi(x, y) = \eta(x)[1 - \eta(y)]. \tag{C4}$$

We further assume a mean field solution, in which the adjacency matrix becomes the average adjacency matrix:

$$A_{xy} \to \langle A_{xy} \rangle \equiv \frac{k_xk_y}{\langle k \rangle N}. \tag{C5}$$

Instead of individual states $\eta(x)$, we can instead focus on $\rho_k$, the density of states with degree $k$:

$$\rho_k = \frac{1}{N} \sum_{x'} \eta(x'). \tag{C6}$$

Here, $x'$ is the sum of all nodes with degree $k$. To clarify the below equations, we also define a variable $\omega$:

$$\omega = \frac{1}{N\langle k \rangle} \sum_k k_x \eta(x) = \frac{1}{\langle k \rangle} \sum_k kp(k)\rho_k. \tag{C7}$$

Next, we define our raising and lowering operators for $\rho_k$, which defines the probability of increasing or decreasing $\rho_k$ by a small increment:

$$\rho_k \to \rho_k^\pm = \rho_k \pm \delta \rho_k, \tag{C8}$$

in which

$$\delta \rho_k = \begin{cases} \frac{N(\langle k \rangle)}{S(\langle k \rangle)p(\langle k \rangle)} & \text{Outward Process} \\ \frac{N(\langle k \rangle)}{S(\langle k \rangle)p(\langle k \rangle)} & \text{Neutral Process} \\ \frac{N(\langle k \rangle)}{S(\langle k \rangle)p(\langle k \rangle)} & \text{Inward Process} \end{cases} \tag{C9}$$

The change in $\rho_k$ is the average density change from a neighbor (with average degree $\langle k^2 \rangle/\langle k \rangle$, $\langle k \rangle$ links, or the degree of a given node for the outward, neutral, and inward processes respectively.)
from a neighbor with average degree \( \langle k_{nn} \rangle = (k^2)/(k) \). The raising operator is defined as:

\[
R_k = P(\rho_k \rightarrow \rho_k^+) = \sum_{x'} \sum_y \frac{k_{x'y}}{S(k)N^2} \Phi(y, x).
\]  
(C10)

With simplification, this yields

\[
R_k = \frac{\omega}{S} p(k) k(1 - \rho_k).
\]  
(C11)

Similarly, for the lowering operator:

\[
L_k = P(\rho_k \rightarrow \rho_k^-) = \frac{\rho_k}{S} p(k) k(1 - \omega).
\]  
(C12)

The exit probability, \( \xi_1 \), defined as the probability for all nodes to reach state one in equilibrium, is the same for all cases

\[
\xi_1 = \langle \rho \rangle = \sum_k \rho_k p(k),
\]  
(C13)

and similarly, that \( \langle \rho \rangle \) (or magnetization, if this were a spin system) is a conserved quantity. The reason is because

\[
\langle \Delta \eta(x) \rangle = [1 - 2\eta(x)] P(\eta \rightarrow \eta_x) = [1 - 2\eta(x)] \sum_y \frac{A_{xy}}{N S} [\Phi(x, y) + \Phi(y, x)],
\]  
(C14)

\[
\Delta \langle \rho \rangle = \sum_x \langle \eta(x) \rangle = \sum_{x, y} [\eta(x) - \eta(y)],
\]  
(C15)

which is trivially 0. We note that this argument is exact (not a mean field approximation) and is independent of the method in which opinions spread (at least, again, assuming \( \beta < 1/k \) for the inward dynamics). The time to consensus is

\[
T_{cons}(\{\rho_k\}) = \sum_k \Delta t_k + [R_k(\{\rho_k\}) T_{cons}(\rho_k^+) + L_k(\{\rho_k\}) T_{cons}(\rho_k^-)].
\]  
(C16)

The average number of interactions per timestep is:

\[
\Delta t_k = \begin{cases} 
\frac{p(k)}{N^2} & \text{Outward Process} \\
\frac{p(k)}{S^2} & \text{Neutral Process} \\
\frac{1}{S} & \text{Inward Process}
\end{cases}
\]  
(C17)

We expand to second order in \( \Delta \rho_k \) and find that

\[
\sum_k v_k \frac{\partial T_{cons}}{\partial \rho_k} + D_k \frac{\partial^2 T_{cons}}{\partial \rho_k^2} = -1,
\]  
(C18)

in which

\[
v_k \equiv \frac{\Delta \rho_k}{(\Delta t)} (R_k - L_k) \rightarrow 0.
\]  
(C19)

As is shown in in the original voting model paper [5], this value reaches 0 for time \( T_{cons} \sim \mathcal{O}(1) \) which is much smaller than the next term:

\[
D_k \equiv \frac{(\Delta \rho_k)^2}{(\Delta t)} (R_k + L_k) \rightarrow \frac{1}{2}.
\]  
(C20)

A change of variables implies that:

\[
\frac{\partial T_{cons}}{\partial \rho_k} = \frac{\partial T_{cons}}{\partial \rho} p(k) \frac{\partial^2 T_{cons}}{\partial \rho^2},
\]  
(C21)

therefore

\[
\sum_k \frac{M}{2(k)NS^2} (\omega + \rho_k - 2\omega\rho_k)p(k) \frac{\partial^2 T}{\partial \rho^2} = -1.
\]  
(C22)

in which

\[
M = \begin{cases} 
\langle k^2 \rangle & \text{Outward Process} \\
\langle k \rangle^2 & \text{Neutral Process} \\
\langle k \rangle^2 & \text{Inward Process}
\end{cases}
\]  
(C23)

This can be made into a more compact form, noting that \( \rho \) is conserved and \( v_k \rightarrow 0, \omega \rightarrow \rho \) .:

\[
\frac{\rho(1 - \rho)}{N_{eff}} \frac{\partial^2 T_{cons}}{\partial \rho^2} = -1.
\]  
(3)

where \( N_{eff} \) is as follows:

\[
N_{eff} = \frac{NS^2}{\langle M \rangle} = \begin{cases} 
\frac{N}{\langle k^2 \rangle} & \text{Outward Process} \\
\frac{N}{\langle k \rangle^2} & \text{Neutral Dynamics} \\
\frac{N}{\langle k \rangle^2} & \text{Inward Dynamics}
\end{cases}
\]  
(4)
We find that this equation simplifies down to (24) in [5], noting the boundary condition, $T_{\text{cons}}(0) = T_{\text{cons}}(1) = 0$ in which:

$$T_{\text{cons}}(\rho) = N_{\text{eff}} \left[ (1 - \rho) \ln \frac{1}{1 - \rho} + \rho \ln \frac{1}{\rho} \right],$$ \hspace{1cm} (C24)

implying that $T_{\text{cons}} \sim N_{\text{eff}}$.

As we discuss shortly, if $\beta > 1/(k)$ in the inward-spreading case, we have VM dynamics, and the mean field consensus time replaces $\beta$ with $1/(k)$. Furthermore, this approximation breaks down for small $<k>$ and small $\beta$, in which we show in Section V that the consensus time scales as $\beta^{-1}$. Future work could improve the accuracy of the current results with a pair approximation theory [57, 58].

This paper mainly focuses on the outward process, but we have also compared theory and simulation for the other processes by varying $\beta$ and $<k^2>$, in Poisson and scale-free networks, while setting $\delta$ and $\mu$ to 0. First, we observe the dependence on $<k^2>$ by simulating the models on scale-free networks.

In a scale-free network, $<k^2>$ diverges with network order, $N$:

$$<k^2> \sim \begin{cases} N^{3-\alpha} & \alpha < 3 \\ \log(N) & \alpha = 3 \\ O(1) & \alpha > 3 \end{cases}.$$ \hspace{1cm} (C25)

Therefore, for outward and inward dynamics:

$$T_{\text{cons}} \sim \begin{cases} O(1) & \alpha < 2 \\ \log(N)^2 & \alpha = 2 \\ N^{2(\alpha-2)/\alpha-1} & 2 < \alpha < 3 \\ N/\log(N) & \alpha = 3 \\ N & \alpha > 3 \end{cases}.$$ \hspace{1cm} (C26)

2. Agreement With Simulations

Fig. 15 compares outward process simulations to the FPA (inward processes simulations are similar, due to the equivalent scaling). Although a finite size transient impedes this scaling behavior for $N \leq 10^4$, we still see agreement for large enough networks. For Poisson networks, we see $T_{\text{cons}} \sim <k^2>^{-1} = (<k>^2 - <k>)^{-1}$ in the inset of Fig. 16.

The inward-spreading dynamics closely parallel the outward spreading dynamics when $\beta^2 < k^2 < 1$. On the other hand, when $\beta$ is large enough, each node is, on average, infected by multiple nodes at each timestep, although, by the end of the timestep, only one opinion is chosen. This maps exactly onto the VM, and therefore so does the consensus time (Fig. 17). Setting the model’s mean field consensus time equal to the VM consensus time implies that $\beta_c = <k>^{-1}$ is the critical value between CCIS and VM dynamics [66]. Neutral spreading (not shown), on the other hand, break with the other spreading methods by only depending on the first degree moment, and is therefore mostly independent of the network’s degree distribution in the mean field. We check whether $T_{\text{cons}} \sim \beta^{-2}$ (Fig. 16).

Agreement with theory is closest when $\beta \sim O(1)$ and $<k> \sim 10 - 20$. When $<k>$ approaches 1 or $\beta \ll 1$ we see that $T_{\text{cons}} \sim \beta^{-2}$. The reason is as follows: the number of nodes convinced at each timestep in this limit is very low (i.e., 2 with probability $\beta^2 \approx 0$, 1 with probability $\beta$, and 0 with probability $1 - \beta$), therefore, the time until a
given node is convinced is a geometric process:

\[ p(t) = \beta(1 - \beta)^{t-1}, \]

(C27)

which would imply the average time until a node is convinced is \( \beta^{-1} \). The consensus time would scale similarly.

[29] N. Hodas and K. Lerman, in Proceedings of the 2012 ASE/IEEE International Conference on Social Comput-

[66] We should mention that more accurate methods for determining the mean consensus time exist for the VM, as explained further in [57, 58].