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#### Abstract

The refined similarity hypotheses of Kolmogorov, regarded as an important ingredient of intermittent turbulence, has been tested in the past using one-dimensional data and plausible surrogates of energy dissipation. We employ data from direct numerical simulations, at the microscale Reynolds number $R_{\lambda} \sim 650$, on a periodic box of $4096^{3}$ grid points to test the hypotheses using 3D averages. In particular, we study the small-scale properties of the stochastic variable $V=\Delta u(r) /\left(r \epsilon_{r}\right)^{1 / 3}$, where $\Delta u(r)$ is the longitudinal velocity increment and $\epsilon_{r}$ is the dissipation rate averaged over a three-dimensional volume of linear size $r$. We show that $V$ is universal in the inertial subrange. In the dissipation range, the statistics of $V$ are shown to depend solely on a local Reynolds number.


PACS numbers: May be entered using the \pacs\{\#1\} command.

## I. INTRODUCTION

A statistical description of the local flow structure in high-Reynolds number turbulence, known as K41, was given in Ref. 1]. In its simplified version, the first hypothesis relates the probability density function (PDF) of the longitudinal velocity increments $\Delta u(r)=[\mathbf{u}(\mathbf{x}+\mathbf{r})-$ $\mathbf{u}(\mathbf{x})] . \mathbf{r} /|\mathbf{r}|$ to the mean energy dissipation rate $\langle\epsilon\rangle$ and the fluid viscosity $(\nu)$, for spatial separations $r=|\mathbf{r}| \ll L$, $L$ being the integral scale of the turbulence. The second hypothesis is that if the Reynolds number is very large, there exists a range of scales (the so-called inertial range) for which $\nu$ becomes irrelevant, so that the PDF of $\Delta u(r)$ depends only on $\langle\epsilon\rangle$, apart from $r$ itself. An exact result for the third moment of $\Delta u(r)$ in the inertial range is given in Ref. [2] as

$$
\begin{equation*}
\left\langle(\Delta u(r))^{3}\right\rangle=-\frac{4}{5}\langle\epsilon\rangle r . \tag{1}
\end{equation*}
$$

An implicit assumption in K41 is that the rate of transfer of energy from the large to the small scales is a constant (or mildly varying) everywhere in the flow and is equal to (or not far from) $\langle\epsilon\rangle$. However, the energy dissipation rate per unit mass of a turbulent fluid, given by

$$
\begin{equation*}
\epsilon(\mathbf{x}, t)=\frac{\nu}{2} \sum_{i, j}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right)^{2} \tag{2}
\end{equation*}
$$

fluctuates wildly in space and time 3]. The fluctuations of $\epsilon(\mathbf{x}, t)$ may depend on the Reynolds number and

[^0]the large-scale properties, which can be non-universal. (Refs. [4-6]).

The refined similarity theory (Ref. [7]), also known as K62, introduced more restrictive alternatives and abandoned strict universality. It postulated that one of the most important factors determining the statistics of $\Delta u(r)$ for $r \ll L$ is the dissipation rate averaged over a local volume $\mathcal{V}(r)$ of linear dimension $r$, i.e., the quantity (Ref. [8])

$$
\begin{equation*}
\epsilon_{r}(\mathbf{x}, t)=\frac{1}{r^{3}} \int_{\mathcal{V}(r)} \epsilon\left(\mathbf{x}+\mathbf{r}^{\prime}, t\right) d \mathbf{r}^{\prime} \tag{3}
\end{equation*}
$$

Following Ref. [7], the quantities $r$ and $\epsilon_{r}(\mathbf{x}, t)$ can be used to construct a velocity scale at the point ( $\mathbf{x}, t$ ) as $U_{r}=\left(r \epsilon_{r}\right)^{1 / 3}$, and a local Reynolds number can be formed as

$$
\begin{equation*}
R e_{r}=\frac{U_{r} r}{\nu}=\frac{\left(r \epsilon_{r}\right)^{1 / 3} r}{\nu}=\left(\frac{r}{\eta_{r}}\right)^{4 / 3}, \quad \eta_{r}=\left(\frac{\nu^{3}}{\epsilon_{r}}\right)^{1 / 4} \tag{4}
\end{equation*}
$$

where $\eta_{r}$ is the local Kolmogorov length scale. The first refined similarity hypothesis can be stated (Ref. [9]), for $r \ll L$, as

$$
\begin{equation*}
\Delta u(r) \equiv V\left(r \epsilon_{r}\right)^{1 / 3} \tag{5}
\end{equation*}
$$

where $V$ is a dimensionless stochastic variable whose PDF depends only on $R e_{r}$. The second refined hypothesis states that if $R e_{r} \gg 1$, the PDF of $V$ becomes independent of $R e_{r}$, i.e., it is universal.

The first and the second hypotheses relate the scaling exponents of the local dissipation to that of the velocity increments [5]. In particular, the exponent $\varsigma_{p}$ of velocity increments is related to the exponent $\tau_{p}$ of the the local
dissipation for the moment of order $p$ as

$$
\begin{equation*}
\varsigma_{p}=\frac{p}{3}+\tau_{p / 3} . \tag{6}
\end{equation*}
$$

By independently measuring the scaling exponents of velocity and local dissipation at the small scales, Eq. 6 can be used to verify the K62 hypotheses [10]. However, such an analysis of Eq. 5. can obscure the importance of the stochastic function $V$. For instance, the third moment of $V$ is linked to the mechanism of vortex stretching and energy transfer between different scales [9]. Moreover, although $V$ is the ratio of two intermittent quantities, it is itself not intermittent [9] and is less sensitive to finite sampling effects.

Previous work (Refs. [9], 11]) have examined the two refined similarity hypotheses using one-dimensional (1D) averages of the local dissipation rate $\hat{\epsilon_{r}}(\mathbf{x}, t)$, calculated over a line $\mathcal{L}$ of length $r$ as,

$$
\begin{equation*}
\hat{\epsilon}_{r}(\mathbf{x}, t)=\frac{1}{r} \int_{\mathcal{L}} \epsilon\left(\mathbf{x}+\mathbf{r}^{\prime}, t\right) d r^{\prime} \tag{7}
\end{equation*}
$$

The use of 1D averages over 3D averages in experiments is partly forced by difficulties in obtaining well-resolved measurements in 3D at high-Reynolds-numbers, especially for small spatial separations $r \ll L$. Computationally, 1D averages are easier to calculate than 3D averages, since the latter may require heavy communication between different processors in a parallel network, especially when the spatial separation $r$ is large.

In this paper, we examine the first and the second postulates of the refined similarity theory using 3D local averages of dissipation. A brief overview of the numerical procedure is given in section II. Some properties of 3D averaged dissipation are juxtaposed with those of 1D averaged dissipation in section III. Results for the K62 theory are presented for a $4096^{3}$ simulation at $R_{\lambda} \sim 650$ in section IV. We summarize the main results in section V.

## II. NUMERICAL PROCEDURE

## A. Direct Numerical Simulations

The fluctuating velocity field $\mathbf{u}(\mathbf{x}, t)$ obeys the forced Navier-Stokes equations for an incompressible flow as

$$
\begin{align*}
\nabla \cdot \mathbf{u} & =0  \tag{8}\\
\partial \mathbf{u} / \partial t+\mathbf{u} \cdot \nabla \mathbf{u} & =-\nabla p / \rho+\nu \nabla^{2} \mathbf{u}+\mathbf{f} \tag{9}
\end{align*}
$$

where, $\rho$ is the constant fluid density and $\mathbf{f}$ is the random forcing used to achieve stationarity [12]. The domain is a periodic cube with edge length $2 \pi$ with $N$ grid points to a side. A Fourier pseudospectral method is used for spatial discretization and the equations are integrated in time using a second order Runge-Kutta scheme as given in Ref. [13]. Aliasing errors from the nonlinear term are effectively controlled by removing all coefficients with wave-number magnitude greater than $k_{\max }=(\sqrt{2} / 3) N$.

The non-dimensional parameter $k_{\max } \eta$ gives the resolution of the simulation. The ratio of the grid spacing $(\Delta x=2 \pi / N)$ to the Kolmogorov length scale $(\eta)$ is, $\Delta x / \eta \approx 2.96 /\left(k_{\max } \eta\right)$. Parameters of interest for the simulations used in this work are summarized in Table II Details about the parallel implementation are given in Ref. [14].

## B. Local 3D averages

Samples of the 1D and 3D local averages of dissipation, $\left(\hat{\epsilon}_{r}, \epsilon_{r}\right)$ are calculated at the point $\left(x_{1}, y_{1}, z_{1}\right)$ over a cube with edge length of $r$ grid spacing using the formulae,

$$
\begin{align*}
& \hat{\epsilon}_{r}\left(x_{1}, y_{1}, z_{1}\right)=\frac{1}{(r+1)} \sum_{x=x_{1}}^{x_{r+1}} \epsilon\left(x, y_{1}, z_{1}\right),  \tag{10}\\
& \epsilon_{r}\left(x_{1}, y_{1}, z_{1}\right)=\frac{1}{(r+1)^{3}} \sum_{z=z_{1}}^{z_{r+1}} \sum_{y=y_{1}}^{y_{r+1}} \sum_{x=x_{1}}^{x_{r+1}} \epsilon(x, y, z) . \tag{11}
\end{align*}
$$

In order to obtain adequately converged statistics of $\hat{\epsilon}_{r}$ and $\epsilon_{r}$, Eqs. 10 and 11 need to be used at every point $(x, y, z)$ in a $N^{3}$ grid. The 1D averages are computed along the three orthogonal directions for adequate sampling. The examination of the statistics of $\hat{\epsilon}_{r}$ and $\epsilon_{r}$ at various scale sizes, requires Eqs. 10 and 11 to be used at all non-trivial spatial separations, which spans $r=1,2, \ldots, N / 2$ grid spacings. To save computer time, the calculations are performed only at selected multiples of grid spacing, at the larger spatial separations. In the case of 3D local averages, added to the computational complexity, is the inter-processor communication time due to the domain decomposition in a parallel algorithm. The significant computation and communication costs involved, makes the calculation of 3D local averages very challenging, especially at higher Reynolds numbers. Details of the parallel algorithm we used to compute the 3D local averages can be found in Ref. [15].

## C. Calculation of stochastic variable $V$

Consider the stochastic variable $V$ (Eq. 5) defined as

$$
\begin{equation*}
V(r)=\Delta u(r) /\left(r \epsilon_{r}\right)^{1 / 3} \tag{12}
\end{equation*}
$$

TABLE I. Summary of the microscale Reynolds number ( $R_{\lambda}$ ), number of grid points $\left(N^{3}\right)$ and resolution $\left(k_{\max } \eta\right)$ for the periodic cube with edge length $2 \pi$ studied in this work.

| $R_{\lambda}$ | $N^{3}$ | $k_{\max } \eta$ |
| :---: | :---: | :---: |
| 240 | $512^{3}$ |  |
| 240 | $2048^{3}$ | 1.4 |
| 650 | $4096^{3}$ | 5.7 |



FIG. 1. (Color online) Cube of edge length $r$ used for the calculation of $V(r)$. Line segments $\mathrm{AD}, \mathrm{AE}$ and AB denote edges along which $V$ (Eq. 13) is calculated in the $X, Y$ and $Z$ directions respectively.
where $\Delta u(r)=[\mathbf{u}(\mathbf{x}+\mathbf{r})-\mathbf{u}(\mathbf{x})] \cdot \mathbf{r} /|\mathbf{r}|$ is the longitudinal velocity increment along separation vector $\mathbf{r}$, whose magnitude is $r=|\mathbf{r}|$ and $\epsilon_{r}$ is the 3D local average of dissipation.

It may be noted here that the probability distribution of $V$ can be regarded as a ratio distribution since $V$ is the ratio of random variables (Eq. (12). At scales $r \ll L$, both the velocity increments and the local dissipation $\epsilon_{r}$ are intermittent and essentially non-Gaussian. All nonnegative moments of $V(r)$ for $r \ll L$ are well-defined and finite. In particular, $V$ is not a Cauchy variable [16] at least at the small scales $(r \ll L)$.

Since a cube such as that in Fig. 1 has twelve edges over which a longitudinal velocity increments can be defined, we can have twelve different samples of $V$. Presumably in isotropic homogeneous turbulence the statistics of $V$ along these twelve directions can be considered as different samples which can then be averaged. In this work we consider samples of $V(r)$ along three edges of a cube of length $r$ as

$$
\begin{equation*}
V_{\alpha}(r)=\frac{\Delta u_{\alpha}(r)}{\left(r \epsilon_{r}\right)^{1 / 3}}, \quad \alpha=1,2,3 \tag{13}
\end{equation*}
$$

Here, $\Delta u_{\alpha}(r)$ for $\alpha=1,2,3$ correspond to the longitudinal velocity increments along edges $\mathrm{AD}, \mathrm{AE}$ and AB respectively in Fig. The samples $V_{\alpha}$ for $\alpha=1,2,3$ can be considered as different realizations for the statistics of $V$ and can be averaged accordingly. The use of three different samples of $V$ in this manner improves the statistical stability, especially when the averaging length $r$ is small $(r \sim \eta)$.

## III. RESULTS

## A. Local averages of dissipation

Figure 2 shows the second moments of local 3D and 1D averaged dissipation as a function of spatial separation for two different resolutions at a given Reynolds num-


FIG. 2. (Color online) Second order moments of 3D local averages $(\times)$ and 1D local averages ( $*$ ) of dissipation for (a) $k_{\max } \eta=1.4$, (b) $k_{\max } \eta=5.7$, both at $R_{\lambda} \sim 240$. Horizontal solid lines correspond to second order dissipation moment $\left(\left\langle\epsilon^{2}\right\rangle /\langle\epsilon\rangle^{2}\right)$.
ber. It is clear that the 3D local average is more resolution limited than the 1D average for smaller separations. Consider local averages over a cube with edge length $\Delta$. A sample of the 1D average represents the dissipation at the midpoint of an edge in the cube, whereas the 3D average represents the dissipation at the centroid of the cube, which is $\sqrt{3}$ times further away from the given grid point than the corresponding 1D average. Hence 1D averages are closer to the point-wise averages than their 3D counterparts and thereby have better spatial resolution.

For a given spatial separation, the second moment of 3 D averaged dissipation is smaller than that of 1 D averaged dissipation (Fig. 2), indicating that $\epsilon_{r}$ may be less intermittent than $\hat{\epsilon}_{r}$ (see also 17]). It has been verified (although not shown here) that this is also true for all higher order moments. For a given averaging length $r$, we can indeed write

$$
\begin{equation*}
\left\langle\epsilon_{r}^{q}\right\rangle \leq\left\langle\hat{\epsilon}_{r}^{q}\right\rangle \leq\left\langle\epsilon^{q}\right\rangle, \quad q=1,2,3, \ldots \tag{14}
\end{equation*}
$$

equality occurring when $q=1$.
To compare the likelihood of extreme events of dissipation, we show in Fig. 3 the PDF for the single-point, 3D and 1D averaged dissipation at two different resolutions at the same Reynolds number. The right-tails of the PDF which correspond to large dissipation events get wider with increased resolution. This effect is more pronounced in the 1D averaged dissipation than in the 3D averaged dissipation. In contrast, the left-tails of the PDF correspond to smaller dissipation events and are less-sensitive to resolution, but benefit from increased sampling in the higher resolution case. For a given scale size, the PDF of $\hat{\epsilon}_{r}$ has wider tails than that of $\epsilon_{r}$, indicating that the probability of 1D dissipation taking extreme values is greater than that of 3D dissipation. This is consistent both with the trends for the second order moments of dissipation shown in Fig. 2 and relation 14 A reduced variability at a given Reynolds number can potentially render the 3 D averaged dissipation less sensitive to finite sampling effects as compared to 1D dissipation.


FIG. 3. (Color online) PDF of local 3D dissipation $\left(\epsilon_{r}\right)$ and 1D dissipation ( $\hat{\epsilon}_{r}$ ) at $R_{\lambda} \sim 240$ for (a) $\epsilon_{r}, k_{\max } \eta=1.4$, (b) $\hat{\epsilon}_{r}, k_{\max } \eta=1.4$, (c) $\epsilon_{r}, k_{\max } \eta=5.7$ and (d) $\hat{\epsilon}_{r}, k_{\max } \eta=5.7$. Curves in each frame correspond to scale separations $r / \eta \approx 2$ $(+), 4(\times), 8(*), 16(\square)$ and $32(\square)$ respectively. Dashed curves correspond to PDF of point-wise dissipation $(\epsilon /\langle\epsilon\rangle)$.

## B. Preliminary results

As a prelude to the main results, we provide some basic small-scale information for the $4096^{3}$ simulation. Figure 4 shows the compensated energy spectra at $R_{\lambda} \sim 650$. The inertial range constant for the longitudinal 1D spectrum is approximately 0.53 which is consistent with the conclusions of [18]. Figure 5shows the normalized third-


FIG. 4. (Color online) Compensated energy spectra at $4096^{3}$, $R_{\lambda} \sim 650$. (a) Longitudinal ( $\times$ ) and transverse ( $\square$ ) spectra as functions of wavenumber magnitude in $k_{1}$ direction, correspond to $\alpha=1,2$ respectively. Solid horizontal line at $C_{k}=0.53$ is the inertial range constant for longitudinal spectrum from experiments (Ref. [18]). Corresponding constant for the transverse spectrum is given by the dotted line at $4 C_{k} / 3$. (b) Three-dimensional energy spectrum as a function of wavenumber magnitude $k$. Dotted horizontal line at $55 C_{k} / 18$ shows the Kolmogorov constant.


FIG. 5. Normalized third-order velocity structure function at $4096^{3}, R_{\lambda} \sim 650$, averaged over the three Cartesian directions. (a) Log-log scales to check small- $r$ behavior, dashed line corresponds to $r^{2}$ to check small- $r$ slope. (b) Log-linear scales to assess inertial range extent. Dotted line at 0.8 for comparison with Eq. 1 The inertial range (IR) is taken as $30<r / \eta<300$. Ratio of the integral scale to the Kolmogorov scale $L / \eta \approx 1000$.
order longitudinal velocity structure function at $R_{\lambda} \sim$ 650. The component averaged result (averaged over the three Cartesian directions) shown here, is used to assess the extent of the inertial range. At $R_{\lambda} \sim 650$, the scale separation is wide enough $(L / \eta \approx 1000)$ to meaningfully contrast the small scales $(r \ll L)$ from the energycontaining large scales. The lack of convergence with the K41 plateau (refer Eq. (1) is at least partly due to the effects of finite sampling and periodic boundary conditions, at the intermediate scales. The effect of limited sampling is more pronounced at higher Reynolds numbers, at which $\Delta u(r)$ is known to be intermittent in the inertial range [9]. For a given box length, periodic boundary conditions influence the inertial range statistics calculated along the Cartesian directions to a greater extent than those calculated using other directions. Nevertheless, a reasonable estimate for the inertial range for the present simulation from Fig. 5 is $30 \eta<r<300 \eta$.

Since we are interested in the properties of the stochastic variable $V$, it is useful to study the correlation between the velocity increment $\Delta u(r)$ and the local velocity scale $\left(r \epsilon_{r}\right)^{1 / 3}$. The correlation coefficient between $\Delta u(r)$ and $\left(r \epsilon_{r}\right)^{1 / 3}$ is plotted in Fig. 6. The two quantities are insignificantly correlated at all spatial separations as a consequence of isotropy. The minor deviations at the largest scales may be due to anisotropic effects of forcing and finite domain size considerations. Considering $|\Delta u(r)|$ instead of $\Delta u(r)$ results in stronger correlation (Fig. 6) at the small scales. Figure 6 shows that the correlation coefficient between $|\Delta u(r)|$ and $\left(r \epsilon_{r}\right)^{1 / 3}$ varies between 0.15 and 0.35 in the inertial range. These results are consistent with those reported in Ref. 9] and serve as useful checks on the validity of the data.


FIG. 6. (Color online) Correlation coefficient as a function of spatial separation between $\left(r \epsilon_{r}\right)^{1 / 3}$ and the quantity $\beta$ where $\beta$ is $\Delta u(r)(*)$ and $|\Delta u(r)|(\times)$ for $R_{\lambda} \sim 650,4096^{3}$. Correlation coefficient is defined as $\operatorname{corr}(x, y)=\langle(x-\langle x\rangle)(y-$ $\langle y\rangle)\rangle / \sigma_{x} \sigma_{y}$, where $\sigma_{x}$ and $\sigma_{y}$ are the standard deviations of $x$ and $y$. The inertial range (IR) is marked for reference.

## C. K62: the second hypothesis

The second K62 hypothesis is that at sufficiently large local Reynolds number, the PDF of $V(r)$ for $\eta \ll r \ll L$ becomes independent of $R e_{r}$ and hence is universal. In our simulations, the viscosity is a constant. Hence it suffices to check for the dependence of $V$ on the local velocity scale $\left(r \epsilon_{r}\right)^{1 / 3}$ and the separation length $r$.

Figure 7 shows the PDF of $V$ conditioned on $\left(r \epsilon_{r}\right)^{1 / 3}$ for four separation distances. In each frame of Fig. 7 the PDFs marked as $A, B$ and $C$ correspond to the lowest $R e_{r}$ and are distinct from the unmarked PDFs which correspond to higher $R e_{r}$, which coalesce, with the shape being preserved in going from one separation distance to another. The collapse of the PDFs of $V$ at higher $R e_{r}$, indicates an approximate independence of $V$ from $\epsilon_{r}$ and $r$ in the inertial range. The universality of $V$ as evidenced by the collapse of the PDFs at high enough $R e_{r}$ is more pronounced at the intermediate separations (frames (b) and (c) in Fig. 77), where non-inertial effects such as viscosity and large-scale forcing are less important (Fig. 5).

In order to further test the dependence of $V$ on $\left(r \epsilon_{r}\right)^{1 / 3}$, we consider the mean value $|\Delta u(r)|$ conditioned on $\left(r \epsilon_{r}\right)^{1 / 3}$. It follows from Eq. 5 that

$$
\begin{equation*}
\langle | \Delta u(r)\left|\left|\left(r \epsilon_{r}\right)^{1 / 3}\right\rangle=\left(r \epsilon_{r}\right)^{1 / 3}\langle | V\right|\left|\left(r \epsilon_{r}\right)^{1 / 3}\right\rangle \tag{15}
\end{equation*}
$$

If $V$ were independent of $\left(r \epsilon_{r}\right)^{1 / 3}$ in the inertial range, it is clear that the left-hand side of Eq. 15 would be a linear function of $\left(r \epsilon_{r}\right)^{1 / 3}$ for all values of $r$ in the inertial range. In such a scenario, Eq. 15 becomes

$$
\begin{equation*}
\left.\langle | \Delta u(r)\left|\left|\left(r \epsilon_{r}\right)^{1 / 3}\right\rangle=\left(r \epsilon_{r}\right)^{1 / 3}\langle | V\right|\right\rangle, \quad \eta \ll r \ll L \tag{16}
\end{equation*}
$$

Figure 8 shows that this indeed is the case, except possibly at the tails where the sampling uncertainty can be large. This confirms that $|V|$ as well as $V$ are independent of $\left(r \epsilon_{r}\right)^{1 / 3}$ in the inertial range.

Since $V$ is approximately independent of $\left(r \epsilon_{r}\right)^{1 / 3}$ in the inertial range, it follows that the correlation between $|V|$ and $\left(r \epsilon_{r}\right)^{1 / 3}$ in this scale range should be zero. Figure 9 shows that the correlation coefficient between $|V|$ and


FIG. 7. Conditional PDF of $V(r)$ for a given spatial separation. The separation distance $r / \eta$, the number of curves, and the minimum and maximum $R e_{r}$ in each frame are as follows: (a) $35,10,21$ and 71 . (b) $70,10,71$ and 247 . (c) $139,10,260$ and 595. (d) 279, 10, 823 and 1886. Curves $A, B$ and $C$ in each frame correspond to the three lowest values of $R e_{r}$ (in ascending order). In (b) and (c), where inertial effects dominate (Fig. 5), the three labelled curves corresponding to the three lowest $R e_{r}$ are distinct from the others (at higher $R e_{r}$ ) which collapse. In frames (a) and (d) where non-inertial effects are more significant, the collapse of the unmarked curves is less pronounced. Dashed curve is the Gaussian distribution with zero mean and unity variance.
$\left(r \epsilon_{r}\right)^{1 / 3}$ is indeed close to zero in the inertial range. The correlation between $V$ and $\left(r \epsilon_{r}\right)^{1 / 3}$ in Fig. 9 is trivially zero due to homogeneity. At the largest scales, the nonzero correlation between $V$ and $\left(r \epsilon_{r}\right)^{1 / 3}$ may be due to the finite size of the domain.

The above results show that the stochastic variable $V$ in the inertial range is independent of $r$ and $\epsilon_{r}$, and that it is approximately universal. It then follows from Eq. 5 that the $m$-th order structure function in the iner-


FIG. 8. (Color online) Logarithm of the mean of $|\Delta u(r)|$ conditioned on the local velocity scale $U_{r}=\left(r \epsilon_{r}\right)^{1 / 3}$ as a function of the logarithm of $U_{r}$. Symbols $(+),(\times),(*),(\square)$ correspond to inertial range separations $r / \eta=35,70,139$ and 279 , respectively. Dashed line has a slope of 1 .


FIG. 9. (Color online) Correlation coefficient as a function of spatial separation between $\left(r \epsilon_{r}\right)^{1 / 3}$ and the quantity $\gamma$ where $\gamma$ is either $V(r)(*)$ or $|V(r)|(\times)$, at $R_{\lambda} \sim 650,4096^{3}$. The inertial range (IR) is marked for reference.


FIG. 10. Second moment of $V$ at $4096^{3}, R_{\lambda} \sim 650$. (a) Loglog scales to verify small- $r$ behavior, dashed line corresponds to $r^{4 / 3}$ to check the small- $r$ slope. (b) Log-linear scales to check inertial range behavior; Dotted line at 2.13 for comparison with corresponding $K 41$ result. The inertial range (IR) extent from Fig. 5 is shown for reference.
tial range is given as

$$
\begin{equation*}
\left\langle[\Delta u(r)]^{m}\right\rangle=\left\langle V^{m}\right\rangle\left\langle\left(r \epsilon_{r}\right)^{(m / 3)}\right\rangle \tag{17}
\end{equation*}
$$

In particular, $\langle V(r)\rangle=0$ in the inertial range. The second and third moments of $V$ in the inertial range are related to the corresponding longitudinal velocity structure functions by

$$
\begin{align*}
& \left\langle(\Delta u(r))^{2}\right\rangle=\left\langle V^{2}\right\rangle\left\langle\epsilon_{r}^{2 / 3}\right\rangle r^{2 / 3}  \tag{18}\\
& \left\langle(\Delta u(r))^{3}\right\rangle=\left\langle V^{3}\right\rangle\left\langle\epsilon_{r}\right\rangle r \tag{19}
\end{align*}
$$

Figure 10 shows the second moment of $V$ as a function of spatial separation. In the inertial range, $\left\langle V^{2}\right\rangle \approx 2.13$ (Fig. 10 (b)), which is comparable to the accepted estimates of the Kolmogorov constant in second-order structure functions (Refs. [4 and 19]). In the small- $r$ limit, a Taylor expansion shows that $\left\langle V^{2}\right\rangle$ varies as $r^{4 / 3}$, which is confirmed in Fig. 10 (a).

Comparing Eqs. 19 and 1 we see that $\left\langle V^{3}\right\rangle$ should be negative in the inertial range with a magnitude of $4 / 5$. Figure 11 shows the third moment of $V$ (Eq. 19) at $R_{\lambda} \sim$ 650 as a function of spatial separation. In the inertial range, $\left\langle V^{3}\right\rangle=-0.8$ (Fig. 11 (b)), which is consistent with the exact $K 41$ result (Eq. (1). The quadratic form of $\left\langle V^{3}\right\rangle$ at $r \approx \eta$ is confirmed in Fig. 11 (a) which shows a $r^{2}$ behavior at the smallest scales.


FIG. 11. Third moment of $V$ at $4096^{3}, R_{\lambda} \sim 650$ (Eq. 19). (a) Log-log scales to check small- $r$ behavior, dashed line corresponds to $r^{2}$ to check small- $r$ slope. (b) Log-linear scales to check inertial range behavior. Dotted line at 0.8 shows K41 plateau. The inertial range (IR) extent from Fig. 5 is shown for reference.

The stochastic variable $V$ is universal in the inertial range, in particular it is independent of $r$ and $\epsilon_{r}$ in this scale range. Hence it follows from Eq. 5 that $\operatorname{Var}\left(V^{3}\right)\left\langle r \epsilon_{r}\right\rangle^{2}<\operatorname{Var}\left(\Delta u(r)^{3}\right)$, where $\operatorname{Var}(\cdot)$ denotes the variance of a random variable. Using homogeneity and dissipative anomaly [20], we get

$$
\begin{equation*}
\operatorname{Var}\left(V^{3}\right)<\operatorname{Var}\left(\frac{\Delta u(r)^{3}}{r\langle\epsilon\rangle}\right), \quad \text { for } \quad \eta \ll r \ll L \tag{20}
\end{equation*}
$$

Even though $V$ is the ratio of two intermittent quantities, it is well defined at least in the inertial range and that $V$ is a better estimator of the K41 constant than $\Delta u(r)$. This is consistent with Figs. 5 and 11 which show that $\left\langle V^{3}\right\rangle$ converges faster than $\left\langle(\Delta u(r))^{3}\right\rangle$ to the $4 / 5$ th plateau.

## D. K62: the first hypothesis

The statement of the first K62 postulate is that for $r \ll L$, the PDF of $V$ depends only on $R e_{r}$. Since the viscosity is constant in our simulation, it is sufficient to check the dependence of $V$ on $r\left(r \epsilon_{r}\right)^{1 / 3}$.

Figure 12 presents the PDF of $V$ for two different spatial separations in the small scale regime. Different curves in each panel corresponds to different values of $\left(r \epsilon_{r}\right)^{1 / 3}$. The uncertainty in the data is appreciably higher than in the corresponding inertial range PDFs (Fig. 77), because the averaging intervals are smaller. Even so, the conclusion from Fig. 12 is that the PDF of $V$ depends on $\left(r \epsilon_{r}\right)^{1 / 3}$ and $r$.

As a further test, Fig. 13 shows the logarithm of the conditional mean of $|\Delta u(r)|$, conditioned on the local velocity as a function of the logarithm of the local velocity in the small $r$ range. Evidently the curves for different spatial separations at the smallest scales do not collapse, confirming the dependence of $V$ on $\left(r \epsilon_{r}\right)^{1 / 3}$ and $r$.

In order to directly test the first hypothesis, Fig. 14 reports the conditional PDF of $V$ for a fixed local Reynolds number $\left(R e_{r}\right)$. The PDFs in each frame correspond


FIG. 12. Conditional PDF of $V(r)$ in the small-scale range for a given spatial separation. The separation distance $r$ (fixed for each frame), and the minimum and maximum values of $R e_{r}$ are as follows: (a) $r / \eta=2, R e_{r}$ ranging from 0.2 to 4.4. (b) $r / \eta=4, R e_{r}$ ranging from 0.5 to 12.9 . In each frame, there are 10 curves, each corresponding to a different $R e_{r}$, increasing in the direction shown. Dashed curve is the standard Gaussian distribution.


FIG. 13. (Color online) The logarithm of the expectation $|\Delta u(r)|$ conditioned on the velocity scale $U_{r}=\left(r \epsilon_{r}\right)^{1 / 3}$, as a function of the logarithm of $U_{r}$ for different spatial separations in the small $r$ range. Symbols $(+),(\times),(*),(\square)$ and ( $\bigcirc$ ) correspond to spatial separations $r / \eta=1,2,4,8$ and 16 , respectively. Dashed line has slope of 1.5.
to different spatial separations $(r)$ and local velocities $\left(\left(r \epsilon_{r}\right)^{1 / 3}\right)$ such that the local Reynolds number $R e_{r}$ is approximately the same. Since $\epsilon_{r}$ is a random variable, exact correspondence in the values of $R e_{r}$ is difficult, hence $R e_{r}$ that are within $12 \%$ of each other are considered as approximately equal in this analysis. The PDFs collapse onto each other with some differences at the tails which can be attributed, at least in part to sampling uncertainties. From Fig. 14, it can be concluded that the PDF of $V(r)$ only depends on the local Reynolds number $R e_{r}$ for $r \ll L$.

In order to further test the dependence of $V$ on the local Reynolds number in the small-scale range, consider the mean of $r|\Delta u(r)|$, conditioned on $r\left(r \epsilon_{r}\right)^{1 / 3}$,

$$
\begin{equation*}
\langle r| \Delta u(r)\left|\left|r\left(r \epsilon_{r}\right)^{1 / 3}\right\rangle=r\left(r \epsilon_{r}\right)^{1 / 3}\langle | V\right|\left|r\left(r \epsilon_{r}\right)^{1 / 3}\right\rangle \tag{21}
\end{equation*}
$$

If $V$ were only a function of $R e_{r}$, or $r\left(r \epsilon_{r}\right)^{1 / 3}$ for $r \ll L$, then the above equation becomes

$$
\begin{equation*}
\langle r| \Delta u(r)\left|\left|r\left(r \epsilon_{r}\right)^{1 / 3}\right\rangle=|V| r\left(r \epsilon_{r}\right)^{1 / 3}\right. \tag{22}
\end{equation*}
$$

It follows that the left-hand-side of the Eq. 22 is only a function of $r\left(r \epsilon_{r}\right)^{1 / 3}$ for $r \ll L$, if the first postulate is


FIG. 14. (Color online) Conditional PDF of $V(r)$ for a given local Reynolds number $R e_{r}$, for different spatial separations in the small-scale range. (a) $R e_{r} \approx 27$ and (b) $R e_{r} \approx 39$. Symbols $(+),(\times),(\square)$ correspond to spatial separations $r / \eta=4,8$ and 17 , respectively. The exact values of $R e_{r}$ are within $12 \%$ of each other in each panel. Dashed curve is the standard Gaussian distribution.


FIG. 15. (Color online) The logarithm of the expectation of $r|\Delta u(r)|$ conditioned on $r U_{r}\left(U_{r}=\left(r \epsilon_{r}\right)^{1 / 3}\right)$, as a function of the logarithm of $r U_{r}$ for different spatial separations in the small $r$ range. Symbols $(+),(\times),(*),(\square)$ and $(\bigcirc)$ correspond to spatial separations $r / \eta=1,2,4,8$ and 16 , respectively.
valid. Figure 15 shows the logarithm of the left-handside of 22 plotted against the logarithm of $r\left(r \epsilon_{r}\right)^{1 / 3}$ for different spatial separations in the small $r$ range. The curves collapse on to one another except possibly at the tails where statistical uncertainty can be large, indicating that the first hypothesis is approximately valid at $R_{\lambda} \sim$ 650.

The results corresponding to the small $r$ regime presented here show support for the first refined similarity hypothesis. In contrast, previous work (Ref. [9]) on this topic has found evidence against the first similarity hypothesis. Subsequently the authors of Ref. [9] used an ad-hoc dependence on $r$ and $\epsilon_{r}$ to empirically determine the functional form of $V$ at the smallest scales. We are of the opinion that the uncertainty in the PDF of $V$ in Figs. 4(a) and 4(b) of Ref. [9] is at least partly a consequence of inadequate sampling. Effects of limited sampling are especially pronounced in the small $r$ regime, because the averaging intervals are small. The problem of limited sampling is alleviated at least partly in our work by the use of 3D local averages of dissipation and the use of three different samples of $V$ along the three orthogonal directions (Eq. 13). Consequently, there is less noise in the statistics of $V$, even when the averaging inter-
vals are small $(r \sim \eta)$. We have checked that decreasing the sample size by considering velocity increments $\Delta u(r)$ only along one direction leads to considerable noise in the PDF of $V$ at the smallest scales.

## IV. CONCLUSIONS

We have compared and contrasted three-dimensional (3D) and one-dimensional (1D) local averages of dissipation. Since turbulence is three-dimensional, the 3D averaging is nominally the right procedure while 1D averaging has long been practiced as a matter of convenience. Further, the 3D averages of dissipation are influenced less by factors such as finite sampling and periodic boundary conditions than the 1D averaged dissipation. In particular, results from 3D averaging are less intermittent at the small scales than the 1D case, rendering the former more statistically stable than the latter.

Considering the advantages of 3D averaging, it seemed appropriate to use 3D averaged dissipation to examine the first and second postulates of K62 for a $4096^{3}$ data set at $R_{\lambda} \sim 650$. The basic tenets of the first and second K62 postulates were found to be true. The variance and skewness of the variable $V$ in the inertial range are shown to be consistent with the corresponding K62 predictions and $V$ is approximately universal in this scale range. At the smallest scales, the statistics of $V$ seem to depend only on the local Reynolds number to a good approximation.

In light of the support for the refined similarity hypotheses shown in this work, at least at the level of detail examined here, the following observations appear pertinent. For any singularity of exponent $\alpha$ of $r \epsilon_{r}$, where $\epsilon_{r}$ is the 3D local averaged dissipation and $r \ll L$, there exists an associated singularity of exponent $h=\alpha / 3$ for the velocity on the same set with fractal dimension $D(h)$,
such that

$$
\begin{equation*}
h=\frac{\alpha}{3}, \quad D(h)=f(\alpha), \quad \varsigma_{p}=\frac{p}{3}+\tau_{p / 3} ; \tag{23}
\end{equation*}
$$

where $f(\alpha)$ is the multifractal singularity spectrum 5 , 21]. We are aware of objections of principle raised in 22] with regard to the refined similarity hypotheses and also of numerical results of [23] in which an alternative theory [24] seemed to agree marginally better with the simulations data. We point out that the previous work has not taken account of 3D averaging, which we advocate here as being more appropriate. It remains to be seen whether the refined similarity hypotheses stand when a more detailed assessment is attempted.
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