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Non-equilibrium active matter made up of self-driven particles with short-range repulsive inter-
actions is a useful minimal system to study active matter as the system exhibits collective motion
and nonequilibrium order-disorder transitions. We studied high-aspect-ratio self-propelled rods over
a wide range of packing fraction and driving to determine the nonequilibrium state diagram and
dynamic properties. Flocking and nematic-laning states occupy much of the parameter space. In the
flocking state the average internal pressure is high and structural and mechanical relaxation times
are long, suggesting that rods in flocks are in a translating glassy state despite overall flock motion.
In contrast, the nematic-laning state shows fluid-like behavior. The flocking state occupies regions
of the state diagram at both low and high packing fraction separated by nematic-laning at low
driving and a history-dependent region at higher driving; the nematic-laning state transitions to the
flocking state for both compression and expansion. We propose that the laning-flocking transitions
are a type of glass transition which, in contrast to other glass-forming systems, can show fluidization
as density increases. The fluid internal dynamics and ballistic transport of the nematic-laning state
may promote collective dynamics of rod-shaped microorganisms.

PACS numbers: 87.10.Tf,64.60.Cn,05.65.+b

Active matter made up of self-driven particles ex-
hibits novel physical properties include collective motion,
nonequilibrium order-disorder transitions, and anoma-
lous fluctuations and mechanical response'. Understand-
ing active matter may aid the development of new tech-
nologies including autonomously motile and self-healing
synthetic materials. Examples of active matter include
animal flocks?, crawling and swimming cells®®, vibrated
granular materials®”, self-propelled colloidal particles®?,
and the cellular cytoskeleton and cytoskeletal extracts'®.

Among active matter, self-propelled rods (SPR) pro-
vide a useful minimal model system. Self-propulsion and
excluded volume interactions via a short-range repulsive
potential are the only ingredients; rod alignment occurs
through collisions. Experiments which may be approxi-
mated as SPR include vibrated granular rods'!, motion
of cytoskeletal filaments on a motor-bound surface!®12,
and surface or film swarming of rod-like bacteria®513:14,
Because of their simplicity SPR are attractive to simu-
lation study'4 2! and have also been the focus of ana-
lytic theory'®22, SPR display a rich variety of dynamic
states, including collective motion”232® and formation
of dynamic clusters'2-16,17,20,21,28,29

For SPR, rod shape, density, and driving are impor-
tant in determining the dynamic behavior!®22. For
low driving, equilibrium-like isotropic and nematic lig-
uid crystal phases are recovered?!:?2. For higher driv-
ing, dynamic states characterized by the appearance of
flocks, stripes, and swirls appear'416:19-22 Baskaran and
Marchetti derived a hydrodynamic model from the kinet-
ics of SPR with two-rod collisions and determined a state
diagram from linear stability analysis of homogeneous
states, finding that activity lowers the isotropic-nematic
transition density??. Previous simulation work has ob-
served flocking and laning states similar to those we study
here'® 2! but did not measure on dynamic state transi-

tions, hysteresis, or structural and mechanical proper-
ties. In this work, by studying the state diagram over
a broader range of parameters with extensive expansion
and compression simulations and mechanical and struc-
tural characterization, we demonstrate strong hysteresis,
the emergence of glassy dynamics in the flocking state,
and reentrant fluidization.

We studied self-propelled 2D spherocylinders with
Brownian dynamics, as in previous work?’, using the
computational scheme of Tao et al.3® developed for equi-
librium simulations of concentrated solutions of high-
aspect-ratio particles. Rods have length L and diame-
ter 0. The center-of-mass and orientational equations
of motion for rod i with center-of-mass position r; and
orientation u; are

ri(t +0t) = ri(t) + T L(t) - Fa(t)ot + ora(t), (1)
Wit +66) = wi(t) + —Ti(t) x ws(t)3t + dwi(t), (2)

T

where the random displacements dr;(t) and du;(t) are
Gaussian-distributed, T'; ! (¢) is the inverse friction ten-
sor, v, is the rotational drag coefficient, and F;(¢) and
T;(t) are the the deterministic force and torque on par-
ticle i3!. Excluded-volume interactions between par-
ticles are modeled by the WCA potential as a func-
tion of the minimum distance s;; between the two finite
line segments of length L that define the axes of par-
ticles ¢ and 53132, The self-propulsion force is directed
along the particle axis with F?ri"e = Fpu;. In the ab-
sence of nonequibrium driving, this model has been well-
characterized both in 2D33 and 3D34.

We nondimensionalize using the length o, energy kgT,
and time 7 = D /0?2, where D is the diffusion coefficient of
a sphere of diameter . The three dimensionless param-
eters are the rod aspect ratio R = L/o, fixed at 40, the
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FIG. 1. Nonequilibrium state diagram and snapshots of self-
propelled rods of aspect ratio 40. (a) State diagram as a func-
tion of Peclet number and packing fraction. Points indicate
parameter sets of simulations. Solid lines indicate boundaries
of regions of stability of different initial conditions. I (orange),
isotropic state; F (purple) flocking state; NL (green) nematic-
laning state; C (pink) crystalline state. Green-purple striping
indicates region where both flocking and nematic-laning ini-
tial conditions are stable. (b-g) Simulation snapshots at indi-
cated packing fraction and Peclet number. Rods are colored
by orientation according to the colorwheel. (b) Isotropic. (c)
Nematic. (d) Crystal. (e) Flocking. (f) Nematic—laning. (g)
Flocking.

packing fraction ¢ = Ayods/Asystem, and the translational
Peclet number Pe = FpL/(kgT). We varied ¢ between
0.01 and 1.04 (where ¢ > 1 is possible due to the slight
softness of the repulsive potential), and Pe between 0 and
320. We simulated N = 4000 rods in a square, periodic
box. Most simulations were initialized in an equilibrium
isotropic, nematic, or crystalline initial condition, then
nonequilibrium activity was turned on and the system
was allowed to run for 1077. The simulation measure-
ment run was 1077, and the time step At = 0.257.

At zero or low driving, we find equilibrium isotropic,
nematic, and crystalline states (fig. la-d).  While
we did not map the equilibrium phase transitions in
detail, our observations are consistent with previous
work®3. As the Peclet number increases, lower pack-
ing fractions roughly corresponding to the equilibrium
isotropic phase typically show flocking behavior char-
acterized by collective motion of clusters of various
sizes coexisting with a low-density vapor (fig. le), as
observed previously!6:17:20:28:29 © \While the flocking
state remains globally isotropic (consistent with previ-
ous predictions®?), the formation of dense aligned clus-
ters is characterized by short-range density correlations
that lead to peaks in the pair distribution function and
the emergence of polar and nematic orientational correla-
tions that persist over a cluster-size length scale (fig. S1,
and other data not shown). Rod mean-squared displace-

ments are ballistic at short times, turning over to diffusive
at long times due to flock reorientation. The long-time
angular mean-squared displacement is diffusive.

The flocking state shows large density heterogeneity
suggestive of two-phase coexistence between dense ori-
entationally ordered clusters and low-density isotropic
rods. In previous work on self-propelled spheres or disks,
two-phase coexistence of a dense cluster and a dilute va-
por was observed that appears qualitatively similar to
what we observe here®3537. However, flocks are dy-
namic and are constantly merging, breaking up, and ex-
changing particles with the dilute region'®2?. We iden-
tified flocks based on measurements of the contact num-
ber ¢; = >, £ e % and local polar order parameter

p; = Z#j u; - uje_sff/ci of rod . Two-dimensional
histograms show peaks in the density for large p; over
a range of ¢; (fig. S2); individual flocks were defined
as collections of neighboring flock particles®! (fig. S2).
We identified flocks and isolated them in a box empty
of other rods; this led the isolated flock to break up,
demonstrating that flocks are not stable as isolated clus-
ters. Flock size distributions are stable in time and
power law in form with an exponential cutoff, as observed
previously®16:2938:39 (fig. §3).

As the Peclet number increases, higher packing frac-
tions driven from an equilibrium nematic or crystal typi-
cally show nematic-laning behavior characterized by the
formation of polar lanes of upward- and downward-
moving particles (fig. 1f,g). The density is approximately
uniform and the orientational order is globally nematic
in most cases with polar correlations on the scale of the
system size in the alignment direction and on the scale of
a typical lane width perpendicular to the alignment di-
rection (fig. S1 and data not shown). Rod mean-squared
displacements are ballistic in the alignment direction and
diffusive perpendicular, while the angular mean-squared
displacement is bounded due to the the maximum an-
gular deviation of rods. The emergence of lanes in SPR
and related models has been observed in previous simu-
lation studies!#19-21:40 and laning has been studied pre-
viously for spherical particles both in experiments*' and
theory /simulation??43. Laning occurs because of the dif-
ferences in collisions experienced by rods as a function
of their polar environment: a rod moving surrounded
by opposite polarity rods will experience more collisions,
and therefore more momentum transfer, than when sur-
rounded by rods of similar polarity. A rod surrounded
by others of similar polarity will therefore experience re-
duced lateral movement and be less likely to leave the
polar lane?042,

To characterize the transitions between nematic-laning
and flocking states, we performed expansion and com-
pression runs in which the packing fraction was changed
by A¢ = 0.02, the simulation was run for 1077 to reach
a dynamic steady state, and then measurements were
performed over an additional 1077. The appearance of
the nematic-laning state is dependent on initial condi-
tions; lanes with equal numbers of up- and down-moving
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FIG. 2. Hysteresis in simulations under expansion, compression, and with an applied field. (a) Simulation snapshots of an
expansion run initially in the nematic-laning state at ¢ = 0.5 (far left). When the packing fraction reaches 0.4 the system
transitions to the flocking state. (b) Simulation snapshots of a compression run initially in the flocking state at ¢ = 0.34
(far right). The system remains in the flocking state when compressed. (c) Simulation snapshots of run with applied nematic
aligning field beginning in the flocking state at ¢ = 0.44 (far left). The applied field breaks up the flock and allows a return
to the nematic-laning state after the field is removed (far right). (d) Internal pressure for systems shown in (a-c). Blue, initial
nematic-laning state as shown in (a); red initial flocking state as shown in (b); black, system with nematic aligning field as

shown in (c).

rods result from initialization with an equilibrium ne-
matic state and the high rod packing fraction which
prevents rod reorientation. Upon expansion, the sys-
tem undergoes an abrupt transition to the flocking state
(fig. 2a), while compression simulations subsequently
started in the flocking typically remain in the flocking
state (fig. 2b). If we apply a nematic aligning field to a
compressed flocking state, the induced rod reorientation
can break up the flock and allow a transition back to
the nematic-laning state (fig. 2c). This strong hystere-
sis is another signature of an abrupt dynamic transition
between the laning and flocking states. While previous
work has examined the nonequilibrium state diagram of
SPR!'416:19-22 t5 our knowledge this is the first study to
demonstrate strong hysteresis in this system.

McCandlish et al. found the laning state to be unstable
to break up?’. While the strong hysteresis we observe
makes it difficult to guarantee that any nonequilibrum
state is stable for infinite time, our expansion and com-
pression simulations effectively extended our simulation
times up to 2x 1087 in the nematic-laning state, and upon
reaching the transition boundary we typically see break
up of the lanes into flocks within the 1077 equilibration
run. Therefore in our system the laning phase appears to
be stable, consistent with other work!'%2'. The insta-
blity observed by McCandlish et al. may be related to the
reentrance we observe if the simulations were performed

near the upper limit of stability of the nematic-laning
state.

During expansion runs, the isotropic internal pressure
P,, measured by the virial®!, abruptly changes by a fac-
tor of 2-10 at the transitions between nematic-laning and
flocking states (fig. 2d). (The nature of the pressure in
active systems has been the subject of recent work*?;
here we consider the internal pressure determined by the
virial only.) At the highest packing fractions the in-
ternal pressure approaches a plateau value near 10 for
all systems, suggesting that a pure dense flocking state
has been reached. The internal pressure of the flocking
state lies along an envelope that decreases with decreas-
ing packing fraction as the rod flocking/isotropic fraction
varies. Nematic-laning systems undergo transitions to
flocking upon both expansion and compression (fig. 3a,b,
open circles labeled by arrows indicate starting simula-
tions of expansion/compression runs). Flocking systems,
typically remain flocking upon compression, but for low
packing fractions a transition back to the nematic-laning
state upon compression can occur (fig. 3b, open circles
labeled by downward-pointing arrows indicate starting
simulations of compression runs). Similarly, expansion
simulations of dense flocks show re-emergence of lanes
for low Peclet number (fig. S5).

The dense clusters and high pressure in the flocking
state suggest that the clusters may have slow internal
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FIG. 3. Mechanical and structural properties of the nematic-
laning and flocking states. (a,b) Internal pressure as a func-
tion of packing fraction during expansion (left-handed tri-
angles) and compression (right-handed triangles) runs for
simulations with varying Peclet number. The black arrows
and open circles indicate the initial state of each run. (c)
Structure-factor autocorrelation as a function of time for
Pe=160 and systems in the laning (¢ = 0.44, red) and flock-
ing (¢ = 0.34, blue) states for the peak nearest wave number
k = 27w /o. The autocorrelation exhibits exponential decay in
the nematic-laning state with characteristic time 7. = 0.10
and power-law decay in the flocking state with the exponent
a = 0.27 as indicated. Inset, semi-log plot. (d) Stress-tensor
autocorrelation as a function of time for Pe=160 and sys-
tems in the nematic-laning (¢ = 0.4 — 0.48) and flocking
(¢ = 0.36 — 0.38) states. Inset, zoomed view of long-time
tail.

dynamics. To characterize structural relaxation we mea-
sured the normalized structure-factor autocorrelation
function C(¢)/C(0), where C(t) = (65(k,t)0S(k,0)), k is
the magnitude of the wavevector and 6S(k,t) = S(k,t) —
(S(k,t)) is the fluctuation in the the angle-averaged
structure factor S(k,t) = 51y 0% dop(k, t)p(—k,t)3L.
Because the angle-averaged structure factor is rotation-
ally invariant, its autocorrelation probes internal struc-
tural relaxation of flocks and lanes but is insensitive to
flock reorientation. We determined the location of the
peak nearest to wave number k = 27/, corresponding to
side-by-side filaments separated by approximately one di-
ameter. In the nematic-laning state, the structure-factor
autocorrelation exponentially decays (fig. 3¢, red curve).
However in the flocking state, the structure-factor auto-
correlation has a power-law tail, indicating slow struc-
tural relaxation (fig. 3¢, blue curve). Expansion to lower
packing fractions has little effect on the power-law expo-
nent, indicating that slow relaxation of dense clusters
controls the decay of the structure-factor autocorrela-
tion. Compression leads to a density-dependent exponent
(fig. S5).

Mechanical relaxation was measured by the autocorre-
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FIG. 4. Comparison of self-propelled rod and sphere nonequi-
librium state diagrams. (a) SPR state diagram from this
study as a function of the translational Peclet number. Blue
dashed lines show limits of stability of the nematic-laning
state characterized by ballistic transport along the lane. (b)
Self-propelled sphere state diagram as a function of the ro-
tational Peclet number, adapted from Fily, Henkes, and
Marchetti®”.

lation function of the off-diagonal internal stress tensor
(I ($)11,,(0))3'. In the nematic-laning state, the stress
autocorrelation drops to zero around ¢ = 1 (fig. 3d, blue,
red, and purple curves). In the flocking state, the stress
autocorrelation function relaxes to a small but long-lived
plateau (fig. 3d, yellow-green and grey curves). Consis-
tent with this, the effective shear viscosity measured via
the Green-Kubo relation®! shows a factor of 10® increase
upon transition from the nematic-laning to the flocking
state for Pe=80 (fig. S4).

The large increases in pressure and shear viscosity and
slowed structural and mechanical relaxation that occurs
upon transition from nematic-laning to flocking suggest
that this is a type of glass transition in which flocks,
although collectively moving, have an internally glassy,
solid-like structure. Related observations were made
in an experimental system with self-propelled colloids,
for which nonequilibrium driving promoted formation of
small, mobile crystalline clusters?. Related phase sep-
aration between a low-density gas and high-density lig-
uid, glassy clusters or crystals has been observed both
in experiments?®3® and theory and simulations3¢37. In
contrast to both recent active jamming work and classic
granular jamming®®, in our self-propelled rod system the
increased importance of aligning interactions means that
the transition to the translating glassy flocking state can
occurs both as density is raised and lowered. This reen-
trant fluidization appears to be a novel feature of this
transition in systems of self-propelled rods.

Self-propelled rods couple shape anisotropy to direc-
tional polarity, in contrast to self-propelled spheres. This
enables a rich state diagram for SPR with important im-
plications for transport (fig. 4). Orientational ordering
allows SPR to form a nematic-laning state at high pack-
ing fraction characterized by fluid internal dynamics and
ballistic transport along the lanes. Much of the same re-
gion of parameter space of self-propelled spheres consists
of phase-separated liquid-liquid coexistence (fig. 4)3637
for which particle dynamics are diffusive3” and the for-
mation of dense clusters limits particle motion. Per-



haps the physics of laning is important for collective mo-
tion of rod-shaped microorganisms such as Myzococcus
zanthus, which during fruiting-body formation assemble
into dense streams qualitatively similar to the lanes we
observe®. Ballistic transport through coupling of orien-
tational order and self propulsion may give an advantage
to rod-shaped rather than spherical bacteria.
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