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Abstract

Many polymer and organic small-molecule thin films crystallize with microstructures that twist

or curve in a regular manner as crystal growth proceeds. Here we present a phase-field model

that energetically favors twisting of the three-dimensional crystalline orientation about and along

particular axes, allowing morphologies such as banded spherulites, curved dendrites, and “s”- or

“c”-shaped needle crystals to be simulated. When twisting about the fast-growing crystalline axis

is energetically favored and spherulitic growth conditions are imposed, crystallization occurs in the

form of banded spherulites composed of radially oriented twisted crystalline fibers. Due to the lack

of symmetry, twisting along the normal growth direction leads to heterochiral banded spherulites

with opposite twist handedness in each half of the spherulite. When twisting is instead favored

about the axis perpendicular to the plane of the substrate and along the normal growth direction

under diffusion-limited single-crystalline growth conditions, crystallization occurs in the form of

curved dendrites with uniformly rotating branches. We show that the rate at which the branches

curve affects not only the morphology but also the overall kinetics of crystallization, as the total

crystallized area at a given time is maximized for a finite turning rate.
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I. INTRODUCTION

Organic thin films can crystallize in a wide array of complex morphologies, ranging from

polycrystalline spherulites to single-crystalline dendrites [1], and the microstructure of a

thin film can significantly affect its properties [2]. In particular, polymers as well as some

organic small molecules tend to crystallize in the form of anisotropic ribbon-shaped lamella

composed of folded polymer chains or stacked molecules, as geometric frustration leads

these materials to form a kinetically trapped metastable structure. One phenomenon that

has attracted considerable attention in these systems is twisted crystal growth, where the

local crystalline orientation gradually varies in space, turning consistently in one direction

as growth proceeds [3, 4]. One common example of twisting occurs in some spherulites that

exhibit concentric ring bands when viewed under an optical microscope. Many of these

banded spherulites have been shown to be composed of radially oriented helically twisting

lamella, as demonstrated by circular birefringence, AFM, and SEM images [5, 6]. Other

curved crystallization morphologies, such as dendrites with uniformly rotating branches,

have been observed in poly(L-lactide)/poly(D-lactide) (PLLA/PDLA) blend thin films [7, 8].

Multiple theories have been proposed for the mechanisms of twisted crystallization, in-

cluding bending moments induced by mismatched lamellar surface stresses due to tilt of the

polymer chain folding direction relative to the lamellar surface [9, 10], self-induced com-

positional or mechanical fields that lead crystal growth to occur faster if twisting occurs

[11, 12], and autodeformation due to heterometry strains where inhomogeneities lead to

strains that multiply through positive feedback [3, 13]. The reasons for twisting are thus

still not fully understood, and it is likely that different causes for twisting are active under

different conditions [3, 4].

Modeling efforts so far have focused on understanding how and why individual lamella

twist [10, 11, 14, 15], but less work has been done on modeling their collective behavior

[6, 16]. The larger-scale crystallization morphologies of these systems can be complex, since

in twisted banded spherulites, lamella not only twist but also splay and may twist with

different chirality in different regions of the spherulite. To model the formation of these

crystallization patterns, one can simply assume that there exists a thermodynamic driving

force for twisting without necessarily specifying the mechanism for twisting. Phase-field

modeling represents a promising approach to study crystal growth under this assumption,
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since it uses physically based phenomenological expressions to describe the thermodynamics

and kinetics of a system. Indeed, phase-field models have already been used to extensively

reproduce a variety of spherulitic and dendritic polycrystalline morphologies [17], simulate

banded spherulites that result from rhythmic growth [18, 19], and model ripple formation

during polymer crystallization [20], but they have not until now been extended to study

twisting behavior.

Motivated by the many experimentally observed occurrences of twisting in thin film

crystallization, here we present a model that postulates a thermodynamic free energy that

favors a constant rate of orientational twisting in the crystalline phase. We use a phase-

field model to study pattern formation on length scales of tens to hundreds of microns

without resolving the details of individual molecules or lamella. Here we treat films as

two-dimensional (2D) since we assume films to be uniform through their thicknesses, and

we treat the initial state of a film as a disordered amorphous phase such as a melt, which

subsequently undergoes a first-order phase transition to a crystalline phase.

We demonstrate that our model can simulate a wide array of twisting and curving crystal

morphologies that resemble those seen in experiments, including banded spherulites, curved

dendrites, and “c”-shaped or “s”-shaped crystals. Heterochiral banded spherulites, in which

twisting occurs with opposite handedness in either half of the spherulite, form when twisting

is energetically favored about the fast-growing crystalline axis and along the direction of

crystal growth. Curved dendrites with branches that all turn in the same direction form

when twisting is energetically favored about the axis perpendicular to the substrate and

along the direction of crystal growth. The rate of orientational turning in curved dendrites

is found to affect not only the morphology but also the kinetics of crystallization, with a

maximum areal growth achieved for a given crystallization time with a specific, finite turning

rate.

The rest of the manuscript is organized as follows. Section II describes our modeling

framework, while simulation results are presented in Sec. III. Finally, Sec. IV gives a sum-

mary and concluding remarks.
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II. MODEL

A. Phase-field modeling framework

Our model is based on a phase-field modeling technique that has previously been used to

simulate solidification processes [21]. We begin by defining a crystallinity order parameter

φ(~r, t), where φ = 1 (φ = 0) denotes the crystalline (amorphous) phase. We also introduce

a unit quaternion field ~q(~r, t) = [q0, q1, q2, q3] that represents the local three-dimensional

(3D) crystalline orientation, which is defined throughout the whole domain, including the

amorphous phase [22–25]. We construct the following free energy functional:

F =

∫

~dr

[

ǫ2φ
2
|~∇φ|2 + f(φ, u) + p(φ)

(

ǫ2q
2

3
∑

i=0

∣

∣

∣

~∇qi − ti(~q, ŵ, P )ŝ
∣

∣

∣

2

+ h(~q )

)]

(1)

where

f(φ, u) =
φ4

4
+

m(u)− 3/2

3
φ3 − m(u)− 1/2

2
φ2, (2)

m(u) =
α

π
tan−1(−γu), (3)

p(φ) = φ3(10− 15φ+ 6φ2), (4)

and

h(~q ) = b(1 − cos(4ϕ)) + λ(cos2 ϕ− 1/2), (5)

where

ϕ = cos−1(g33) (6)

and ŝ is the axis along which twisting occurs, while ŵ is the axis about which twisting

occurs.

The crystalline orientation represented by a unit quaternion ~q is the orientation achieved

by applying a rotation described by ~q to the fixed substrate reference frame {x̂s, ŷs, ẑs}.
Specifically, in Cartesian coordinates, the rotation transformation to arrive at the crystalline

axes {x̂c, ŷc, ẑc} from the substrate axes is given by:

R =











g11 g21 g31

g12 g22 g32

g13 g23 g33











=











q20 + q21 − q22 − q23 2(q1q2 − q0q3) 2(q1q3 + q0q2)

2(q1q2 + q0q3) q20 − q21 + q22 − q23 2(q2q3 − q0q1)

2(q1q3 − q0q2) 2(q2q3 + q0q1) q20 − q21 − q22 + q23











.(7)
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FIG. 1. Schematic of crystallization geometry. (a) A set of axes {x̂c, ŷc, ẑc} is attached to a

crystalline lamella to track its local 3D orientation. When ẑc is parallel (perpendicular) to the

plane of the substrate, the orientation is edge-on (flat-on). (b) A twisted lamella in a banded

spherulite alternates between edge-on and flat-on orientations, rotating 360◦ over a period P about

the axis ŵ and along the axis ŝ, which in this case are parallel. The helix schematic is adapted

from Ref. 26. The orientation of a curved flat-on dendrite branch also rotates about ŵ and along

ŝ, which in this case are orthogonal. (c) Attached to the thin films are fixed substrate axes {x̂s,

ŷs, ẑs}.

Crystalline axes {x̂c, ŷc, ẑc} are attached to a polymer lamella such that ẑc is perpendicular

to the disordered fold surface of the lamella, while x̂c and ŷc lie in the chain folding plane

with x̂c aligned with the fast-crystallizing direction, as shown in Fig. 1(a). [Note that

although the schematic shows a chain-folded polymer, this alignment can be applied to any

material that crystallizes in a similar structure.] Here we identify the lamellar orientation

with the crystalline orientation and do not explicitly account for chain tilt, which occurs

when chain-folding stems are not perfectly aligned with lamellar surface normals [10].

The free energy functional F includes terms accounting for the presence of crystal-

amorphous interfaces, the bulk free energy of crystallization, and the orientational energy
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in the crystalline phase. Crystal-amorphous interface energy is incorporated via the term

ǫ2φ|~∇φ|2/2, while the bulk free energy of crystallization is given by f(φ, u) and has the form

of a double-well potential in the crystallinity order parameter φ, following Ref. 21. In the

present work, u(~r, t) is a field analogous to the non-dimensionalized temperature which in-

corporates diffusion-limited transport processes and which will be further explained below,

while α and γ are parameters that control how u and φ are coupled. A monotonically in-

creasing interpolating polynomial p(φ) modulates the orientational terms to only affect the

free energy in the crystalline phase because f(φ, u) already captures the energetic costs of

misorientations in the amorphous phase [22].

The misorientation energy in the crystalline phase is accounted for through a squared

gradient term in ~∇q that energetically favors a twist rate ~t(~q, ŵ, P ) along the direction ŝ

and about the axis ŵ with period P ; the numerical formula for calculating ~t(~q, ŵ, P ) will

be described below. Note that here we use a term that is squared rather than linear in

~∇q because twisting is often experimentally observed to occur in a continuous manner [3].

This form of the misorientation energy effectively treats the stable phase as liquid crystalline

rather than crystalline, since it permits no finite-width stable grain boundaries [27]. How-

ever, because we use kinetics to freeze in misorientations at the growth front, we find that

this form of the free energy can still lead to effectively polycrystalline microstructures com-

posed of regions of different crystalline orientations. Also note that ŝ and ŵ may depend on

the crystallinity order parameter φ, providing another coupling between the orientational

and crystallinity order parameters. In fact, in many of the numerical simulations to be

discussed below, ŝ =
−~∇φ

|~∇φ|
.

Since polymer thin films tend to crystallize with lamella arranged in either a flat-on or

edge-on out-of-plane orientation [1], we introduce a term h(~q ) that energetically favors ei-

ther the edge-on or flat-on orientations, which correspond respectively to the ẑc axis aligned

either parallel or perpendicular to the plane of the substrate, as shown in Fig. 1(a). The

parameter b dictates the height of the energetic barrier between the favored out-of-plane

orientations while λ controls which orientation is more energetically favorable. We envision

that λ depends on for example the processing conditions [28] or film thickness [1], and have

previously used a similar approach to simulate a variety of non-twisting/curving polycrys-

talline microstructures in thin films [29, 30].
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Given the free energy functional above, the time evolution is computed as follows:

∂φ

∂t
= Mφ

[

ǫ2φ∇2φ− ∂f

∂φ
− p′(φ)

(

ǫ2q
2

3
∑

i=0

∣

∣

∣

~∇qi − ti(~q, ŵ, P )ŝ
∣

∣

∣

2

+ h(~q )

)

+ (8)

ǫ2q
2
~∇ ·
(

p(φ)
∂

∂~∇φ

3
∑

i=0

∣

∣

∣

~∇qi − ti(~q, ŵ, P )ŝ
∣

∣

∣

2
)]

,

∂qi
∂t

= −Mq











δF

δqi
− qi

3
∑

j=0

q2j

3
∑

k=0

qk
δF

δqk











(9)

with

δF

δqi
= −ǫ2q ~∇ ·

[

p(φ)
(

~∇qi − ti(~q, ŵ, P )ŝ
)]

+ (10)

p(φ)

(

∂h

∂qi
+

ǫ2q
2

∂

∂qi

3
∑

j=0

∣

∣

∣

~∇qj − tj(~q, ŵ, P )ŝ
∣

∣

∣

2
)

,

and

∂u

∂t
= D∇2u+

1

∆

∂φ

∂t
, (11)

where Lagrange multipliers have been used to enforce the unit length of the quaternions

[22–25]. Note that time-dependent fluctuations are not included in Eqs. (8) and (9), since

initializing the amorphous phase with random orientations at each point provides sufficient

noise at the crystal-amorphous interface to simulate the growth of spherulites and dendrites.

The field u(~r, t) in Eq. (11) is analogous to the dimensionless temperature in solid-liquid

phase transformations [21, 29, 31]. It allows us to simulate diffusion-limited conditions

that lead to dendritic or seaweed-like structures. We envision that physically the conserved

quantity in single-component films is the molecule itself, as densification may lead to a

depletion of crystallizable material ahead of the crystal growth front. Furthermore, ∆ is

a tunable parameter controlling the degree of diffusion limitation, with a lower value of

∆ corresponding to a greater degree of diffusion limitation. More specifically, given the

boundary conditions employed in the simulations and upon setting u = −1 initially, for

0 < ∆ < 1, a fraction ∆ of the system will crystallize before the effective undercooling is

exhausted, while setting ∆ ≫ 1 gives rise to compact crystallites that span the whole system

[32]. The u field is in turn coupled with the free energy through m(u) so that as u increases
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from -1 to 0, the driving force for crystallization decreases from its initial value to zero due

to depletion of the conserved quantity.

The crystallization mobility Mφ in Eq. (8) is modulated to account for a k-fold-symmetric

crystalline anisotropy of magnitude δ. This reflects that organic materials often have

anisotropic structures such that crystal growth proceeds faster along particular directions

[7, 33]. Furthermore, we eliminate all post-crystallization grain growth or coarsening pro-

cesses by modulating the orientational mobility Mq in Eq. (9) to be zero in the crystalline

phase, consistent with experimental observations [33, 34]. Thus the mobilities of the crys-

talline and quaternion fields are given by

Mφ = Mφ,0 [1 + δ cos(kθ)] (12)

Mq = Mq,0 [1− p(φ)] (13)

where

θ = cos−1(n̂ · x̂c) (14)

and n̂ =
−~∇φ

|~∇φ|
(15)

subject to the constraint that 0 ≤ δ < 1. Note that although we introduce anisotropy into

the crystallization mobility, we do not account for crystalline symmetries in our calculations

of quaternion misorientations as has been previously suggested [22], since we have found

that doing so leads to pinned topological defects in the orientation field and is also not

necessary to produce symmetric crystal shapes. Indeed, some of the twisting morphologies

simulated below, such as heterochiral banded spherulites, require a lack of crystalline sym-

metry. In general, a crystal may have multiple fast-growing directions that are nevertheless

not crystallographically equivalent. Also note that we do not incorporate any anisotropy in

the surface energy, as the anisotropy in Mφ is sufficient to generate dendritic morphologies

under diffusion-limited conditions.

B. Numerical implementation

We numerically implement our model using explicit finite difference time-stepping on

a uniform 2D grid with periodic boundary conditions for φ and ~q and no-flux boundary

conditions for u. Laplacians are calculated with a 9-point stencil and spatial derivatives of
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the quaternion field are calculated using the finite volume formulas described in Appendix A,

which use information from corner grid points to provide a more isotropic implementation of

the derivatives. We initialize the film in the amorphous phase with random orientations on

each grid point following the algorithm in Ref. 35 and then place a small crystalline seed with

prescribed orientation ~qinit in the center of the simulation box. Since ~q and −~q correspond to

equivalent orientations, when calculating spatial derivatives of ~q we use the sign of ~qneighbor

such that ~qneighbor · ~qcenter > 0, where ~qneighbor is the quaternion value in the neighboring grid

point and ~qcenter is the quaternion in the grid point currently being calculated. At each time

step the quaternions are renormalized to ensure that they remain unit length throughout the

simulation, since using Lagrange multipliers alone results in numerical errors accumulating

to produce a drift in quaternion length.

The components of the energetically favored quaternion twist rate ~t(~q, ŵ, P ) are calculated

by:

ti(~q, ŵ, P ) =
q′i(~q, ŵ, θt)− qi

∆x
, (16)

where

~q ′(~q, ŵ, θt) =

[

q0 cos
θt
2
− q1wx sin

θt
2
− q2wy sin

θt
2
− q3wz sin

θt
2
, (17)

q1 cos
θt
2
+ q0wx sin

θt
2
+ q3wy sin

θt
2
− q2wz sin

θt
2
, (18)

q2 cos
θt
2
− q3wx sin

θt
2
+ q0wy sin

θt
2
+ q1wz sin

θt
2
, (19)

q3 cos
θt
2
+ q2wx sin

θt
2
− q1wy sin

θt
2
+ q0wz sin

θt
2

]

. (20)

In the limit θt → 0 and ∆x → 0, this quaternion twist rate corresponds to a continuous

rotation by 2π over a period of length P =
2π

θt
∆x, as shown in Fig. 1(b) for a twisting lamella.

This formula for ~t arises from rotating in a distance ∆x the local quaternion ~q = [q0, q1, q2, q3]

by an angle θt about the axis ŵ = (wx, wy, wz) to obtain the rotated quaternion ~q ′, which

is calculated by composing the twist rotation ~p =

[

cos
θt
2
, wx sin

θt
2
, wy sin

θt
2
, wz sin

θt
2

]

with

the original rotation ~q using quaternion Hamilton multiplication [36]: ~q ′ = ~p ~q.

For many of the simulations presented below, we energetically favor twisting along the

normal growth direction, i.e. ŝ = n̂ =
−~∇φ

|~∇φ|
. This causes the growth direction n̂ to appear

in the free energy functional even though it is undefined in the bulk phases. In our numerical

implementation, when the value of |~∇φ| is below a threshold value of dcutoff , we set 1/|~∇φ|
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equal to a constant value of 1/dcutoff . Furthermore, the last term in Eq. (8) is set to zero

for φ > φcutoff , since we imagine that in the crystalline phase, the direction along which

twisting is energetically favored, ŝ, is a constant equal to the value of n̂ at the time the

growth front passed, which the crystal can “remember” through plastic deformation. Thus,

since ŝ no longer depends on ~∇φ in the crystalline phase, the last term in Eq. (8) can be set

to zero for φ > φcutoff .

In our simulations we use the following non-dimensionalized parameter values: Nx =

Ny = 1024, ∆x = ∆y = 0.01, ∆t = 8 × 10−7, α = 0.9, γ = 10, D = 1, Mφ,0 = 1.5 × 104,

ǫ2φ = 2×10−5, ǫ2q = 1×10−5, dcutoff = 1×10−3, φcutoff = 0.95. These parameter values were

chosen to produce physically reasonable outputs, since we aim to study the general behavior

of this model rather than simulate a particular material. The value of ǫq was chosen to be

close to ǫφ, following other orientational phase-field models [24, 25, 37], and increasing ǫq

has an effect similar to increasing Mq. Results are not sensitive to the value of dcutoff , which

can be any small number, since φ and ~q evolve only at the interface.

III. RESULTS

A. Heterochiral banded spherulites

First, we simulate the growth of banded spherulites composed of radially aligned lamella

that twist between edge-on and flat-on orientations, as illustrated in Fig. 1. Note that

in general, banding in spherulites may result from either rhythmic growth, twisting, or a

combination of the two [38, 39], but here we only consider twisting. Heterochiral banded

spherulites, which have two halves that twist with opposite chirality, have been observed

experimentally in, e.g., aspirin [6, 40] and poly(trimethylene terephthalate) (PTT) [41] thin

films. In our model, heterochiral banded spherulites are simulated by energetically favoring

twisting about the fast-growing crystalline axis, i.e., ŵ = x̂c, and along the normal growth

direction, i.e., ŝ = n̂. We introduce a moderately large 2-fold-symmetric mobility anisotropy

δ = 0.75 to reflect that crystallization occurs fastest in directions either parallel or antipar-

allel to the crystalline x̂c axis. Here we use ∆ = 20 to simulate compact spherulites, which

have tightly packed lamella and grow in a kinetically-limited rather than diffusion-limited

manner. A relative orientational mobility of Mq,0/Mφ,0 = 17.5 is used to allow random ori-
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(b) (c) (d)

(a)

FIG. 2. (Color online) (a) Snapshots of the growth of a heterochiral banded spherulite at 40000,

80000, 120000, and 160000 time steps. The colors in the crystalline phase represent the in-plane

lamellar orientation angle θ of the fast-growing crystalline direction x̂c, while the amorphous phase

is shown in gray. (b) A plot of θ with overlaid arrows showing the in-plane direction of x̂c, which is

aligned with the radial growth direction. (c) The out-of-plane lamellar orientation angle β twists

between edge-on (β = 0◦) and flat-on (β = ±90◦) orientations. Overlaid is the same arrow field as

in (b). (d) The top (bottom) half of the spherulite exhibits twisting with right-handed (left-handed)

chirality. Note the formation of a “seam” where the chirality changes abruptly.

entations in the amorphous phase to be frozen into the growth front, since radial splaying in

spherulitic growth occurs by non-crystallographic branching due to growth front nucleation

[42]. Here we do not favor particular out-of-plane orientations and thus set λ = 0 and b = 0.

As shown in Fig. 2, simulated heterochiral banded spherulites exhibit both alignment of

the fast-growing crystalline x̂c direction with the radial growth direction and periodic band-

ing due to twisting, which occurs with opposite chirality on either side of the spherulite.

Figures 2(a) and (b) use color to plot the angle of x̂c in the plane of the substrate, θ =
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tan−1

(

g12
g11

)

, yielding images similar to experimentally obtained polarized optical micro-

graphs [5]. Amorphous regions are shown in gray. As shown in Fig. 2(a), the spherulite

grows by splaying outwards from an initially needle-shaped seed, forming two halves with

a boundary approximately perpendicular to the x̂c orientation of the initial seed, which in

this simulation was oriented vertically. Figure 2(b) plots θ for the final configuration with

overlaid arrows indicating the in-plane direction of x̂c, while Fig. 2(c) shows a color plot of

the out-of-plane orientation angle β = tan−1

(

sign(g33)
√

g221 + g222
g23

)

between the crystalline

axis ŷc and the substrate-perpendicular axis ẑs ≡ (0, 0, 1), overlaid again with the same ar-

rows showing x̂c. Note that there is no symmetry so x̂c and −x̂c are not equivalent. Thus,

in the upper half of the spherulite β decreases along the direction of x̂c, giving right-handed

twisting, while in the lower half of the spherulite β increases along x̂c, giving left-handed

twisting, with an accompanying “seam” where the chirality changes abruptly. This differ-

ence in chirality is highlighted in Fig. 2(d), which again shows β, now with saturated colors

representing flat-on orientations and white representing edge-on orientations. Right-handed

twisting is plotted in blue and left-handed twisting is plotted in red, producing a plot similar

to experimentally obtained circular birefringence micrographs [5, 6, 40]. Here the chirality

is determined by the sign of the dot product of x̂c with the gradient of β: chirality =

sign

(

g11
∂β

∂x
+ g12

∂β

∂y

)

.

Figures 3(a) and (b) show that, as expected, the average observed twist periodicity in the

banded spherulites is determined by the energetically favored twist period P , which here is

reported relative to the crystal-amorphous interface width ξ. The measured banding period

is slightly larger than the energetically favored P because the free energy favors twisting

along the normal growth direction and no twisting along the tangential direction, but the

spherulites are not always perfectly circular so the axis along which twisting is favored is

not always radially aligned, thus causing less twisting to occur than what is specified by P .

We also observe that band jaggedness increases slightly as the relative orientational mobility

Mq/Mφ decreases, since random orientations are more easily frozen into the crystalline phase

when the relative orientational mobility is low. This represents only one mechanism for

banding irregularity, however, since additional interactions between and inhomogeneities

within lamella may also affect the organization of the bands in a banded spherulite [3],

and increased viscosity has been observed to correlate both with increased and decreased
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FIG. 3. (Color online) (a) The average measured band spacing in simulated heterochiral banded

spherulites is shown as a function of the energetically favored twist period. The dashed line

shows what the band spacing would be if it were exactly equal to the energetically favored value.

Lengths are reported relative to the crystal-amorphous interface width ξ and error bars represent

the standard deviation over measurements in 50◦ arcs on both sides of the spherulite. (b) The

same data is plotted with the y-axis showing the ratio of the measured to the energetically favored

period.

banding coherence under different circumstances [16].

B. Curved dendrites

Next, we simulate dendrites with uniformly rotating branches, which have been observed

in, e.g., ultra-thin films of PLLA/PDLA blends [7, 8]. In our model, these curved dendrites

arise when twisting of the crystalline orientation is energetically favored about an axis per-

pendicular to the substrate, i.e., ŵ = ẑs, and along the normal growth direction (ŝ = n̂).

Since ultra-thin films typically crystallize in a flat-on orientation, we energetically favor

the flat-on orientation by setting λ = −0.01 and b = 0.002. A high relative orientational

mobility Mq,0/Mφ,0 = 200 is used to reflect that, ignoring the curving, the dendrites are

single-crystalline, as the time scale for orientational ordering is fast relative to the crystal-

lization rate. Since crystallization is often diffusion-limited for these low film thicknesses

and/or nonequimolar polymer blend ratios, here we set ∆ = 0.5. In the simulations below

we use a mobility anisotropy of magnitude δ = 0.25. Note that because these curved den-

drites remain in a flat-on orientation, theoretically it is only necessary to track their local
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FIG. 4. (Color online) Dendrites with k-fold-symmetric mobility anisotropy curve as they grow with

a radius of curvature dictated by the energetically favored orientational turning period P , which is

here reported relative to the diffusion length lD = 2D/v of the straight dendrite for the respective

value of k. Curving promotes the growth of side branches, which take over the propagation of

the overall growth envelope after their parent branches have turned enough to collide with other

branches. Colors represent the local in-plane orientation relative to a fixed substrate axis.

2D crystalline orientation, but here we continue to use the full 3D orientation in order to

use the same modeling framework and to make it easier to extend these simulations to more

general cases, such as when curved edge-on and flat-on crystals form simultaneously in the

same film [7].

Figure 4 shows the morphologies that arise for different k-fold-symmetric kinetic anisotropies
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FIG. 5. (Color online) Simultaneous snapshots of dendrite growth for k = 3 for various energetically

favored orientational turning rates with normalized periods P/lD. When the radius of curvature

P/4 becomes comparable to the branch width, the morphology becomes “seaweed”-shaped as the

growth direction of the branches can no longer always locally match the crystalline orientation.

The crystalline phase is shown in black, while in the amorphous phase the diffusing u field is shown

with red (dark) indicating higher driving force for crystallization and yellow (light) indicating lower

driving force for crystallization.

and different orientational turning rates, which are characterized by the period P over which

the orientation turns by 360◦. Lengths are reported relative to lD =
2D

v
, the diffusion length

of the non-curved dendrite for each value of k, where D is the diffusivity of the u field (equal

to 1 in non-dimensionalized units), and v is the measured dendrite tip growth velocity for

P = ∞ and fixed k. Colors represent θ = tan−1

(

g12
g11

)

, the local in-plane orientation

relative to a fixed substrate axis, and amorphous regions are shown in white. Due to the

anisotropy, the turning of the crystalline orientation causes the branches to turn with a

radius of curvature of approximately P/4, which is the distance over which θ varies by 90◦.

Side branching occurs preferentially on the side of parent branches facing away from the

direction in which the branches turn, in agreement with experimental observations [7, 43].

Because the energetically preferred rotation period is constant, after turning by at most

180◦, primary branches stop growing due to collision with other branches, and side branches

take over the radially outward propagation of the growth envelope. These side branches

grow until they too have turned so that their growth direction is perpendicular to the radial

growth direction and the next generation of side branches then takes over.

Figure 5 in turn shows for the case of 3-fold-symmetric mobility anisotropy the mor-

phologies that form within a fixed crystallization time for different orientational turning
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FIG. 6. (Color online) (a) The maximum radius of a dendrite, defined as the distance of the

farthest crystallized point from the center, grows more slowly for greater twisting rates. (b) The

total crystallized area increases with time at a rate that depends on the orientational turning period.

(c) At each time, the crystallized area achieves a maximum at a particular turning period. As time

progresses, this maximum occurs at larger periods. Plotted points and error bars correspond to

the average, maximum, and minimum respectively over 3 initial conditions. (d) The orientational

turning period at which the total crystallized area is maximized scales approximately as P =
4vt

π

(red dashed line), which represents the turning period for which a branch would have turned by

180◦ at time t.

rates with normalized periods P/lD, where lD again denotes the measured diffusion length

associated with the non-curved dendrite. The u field is plotted in the amorphous phase with

larger gradients near the interface associated with larger local crystal growth rates, while

the crystalline phase is shown in black. As the orientational turning period decreases, the

branch radius of curvature also decreases until P/4 becomes comparable to the width of

the branches, at which point the branch growth direction is no longer able to always locally

align with the rapidly turning orientations in the crystalline phase, and the crystal takes
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on a “seaweed”-like shape that resembles the morphology of diffusion-limited growth in the

absence of any anisotropy [44]. The u field shows the diffusion-limited nature of the growth,

as a region of reduced driving force, where u is closer to zero, builds up just ahead of the

crystal growth front. As will be discussed next, observed changes in the growth morphology

directly affect the large-scale crystallization kinetics.

It is well-known that needle crystals do not fill space effectively, while the more compact

seaweed-like structures crystallize at a smaller rate relative to the needle crystals. In our

simulations, the finite turning rate serves as an external knob which effectively controls

the crystallization time after which simple anisotropic needle crystal growth becomes more

isotropic, and one intuitively expects that this change in the large scale morphology of

the crystal should be reflected in the overall growth kinetics. Indeed, not only do the

morphologies vary with the orientational turning period, but the rates at which the position

of the outermost crystallized point and the total crystallized area grow over time also depend

on the turning rate, as shown in Fig. 6(a) and (b). Here, times are reported relative to the

characteristic diffusion time τD =
l2D
D

=
2lD
v

extracted from the simulations of the non-

curved dendrite. Data for a 3-fold-symmetric mobility anisotropy is shown, but similar

behavior was also observed for k = 4 and k = 6. The position of the outermost crystallized

point grows linearly with time for the straight dendrite and in a slower oscillatory manner

for intermediate turning periods, since branches approximately trace out circular arcs whose

chord lengths vary as
P

2
sin

(

2v

P
t

)

for t <
πP

4v
, after which a new generation of side branches

takes over. For orientational turning periods small enough that the radius of curvature is

comparable to the branch width, the morphology becomes seaweed-shaped, so that there

are no longer distinct generations of turning branches and thus no longer any discernible

oscillations in the tip position. Figure 6(b) shows that the total crystallized area also

increases with time, but at a rate that varies non-monotonically with P/lD. Figure 6(c)

plots the same data as Fig. 6(b) but as a function of inverse orientational turning period

for particular times, showing that at each time the total crystallized area is maximized at a

finite turning period. As time progresses, the period at which this maximum occurs shifts

so that at longer crystallization times lower rates of turning lead to the greatest crystallized

area.

This variation in areal crystallization rate arises because the turning of the dendrite

branches initially acts as an efficient method for guiding branches towards uncrystallized
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regions with higher driving force for crystallization, leading to a faster areal growth rate

than straight branch growth for a fixed tip growth rate. However, after the primary branches

complete a turn of approximately 180◦, the overall growth envelope becomes effectively

isotropic so that diffusion limitations build up a region of low driving force for crystallization

ahead of the growth front, slowing further growth. In the limit of a very high turning

rate that results in a “seaweed” shape, branch tips become sufficiently rounded so that

diffusion limitations slow growth even further. The orientational turning period for which

the crystallized area is maximized at each time is shown in Fig. 6(d). Its scaling behavior

can be approximated by P =
4vt

π
, which represents the turning period corresponding to

branches that have turned by 180◦ at time t, assuming a constant local tip velocity v equal

to that of the straight dendrite primary branch tip.

These results suggest that if the nucleation rate is also taken into consideration, the ori-

entational turning rate can be optimized to achieve the most rapid areal crystallization rate

for fixed values of all other parameters. Experimentally, the radius of curvature of dendrite

branches in PLLA/PDLA blend thin films has been tuned by varying the blend ratio, film

thickness, or crystallization temperature, although varying these parameters also simulta-

neously affected other crystallization properties [7]. It has also been suggested theoretically

that curved dendrites can be engineered in thin films through the placement of uniformly

rotating orientational pinning centers [45]. Our results demonstrate that varying the orien-

tational turning rate of crystals growing in a diffusion-limited condition affects not only the

crystallization morphology but also the kinetics.

C. Other morphologies

Finally, Fig. 7 summarizes four types of twisting or curving morphologies our model can

simulate. Banded spherulites, plotted using the same color scheme as Fig. 2(d), may be either

heterochiral, as shown in Fig. 7(a), or homochiral, as shown in Fig. 7(b). Heterochiral banded

spherulites were discussed above in Sec. IIIA. Homochiral banded spherulites, in which all

lamella twist with the same handedness, have been observed experimentally in microbial

poly(R-3-hydroxybutyrate) copolymer films [14] and mannitol crystallized in the presence

of poly(vinylpyrrolidone) or sorbitol [46]. In our model, homochiral banded spherulites can

be simulated by favoring twisting about the fast-growing crystalline axis, i.e., ŵ = x̂c, and
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(a)

(b) (d)

(c)

FIG. 7. (Color online) Four different types of twisting or curving morphologies are simulated for

different axes about which (ŵ) and along which (ŝ) twisting is energetically favored: (a) heterochiral

banded spherulites, (b) homochiral banded spherulites, (c) “s”-shaped crystals, and (d) “c”-shaped

crystals.

along the same axis, i.e., ŝ = x̂c.

Another class of curved crystallization morphologies arises when orientational twisting

occurs instead about the axis perpendicular to the plane of the substrate with a 2-fold-

symmetric anisotropy of magnitude δ = 0.75 and under single-crystal-forming conditions

where Mq,0/Mφ,0 = 200: “s”-shaped or “c”-shaped crystals, as shown in Fig. 7(c) and

Fig. 7(d) respectively. The “s”-shaped crystal is analogous to the curved dendrites discussed

above, but with k = 2, ∆ = 20, and δ = 0.75. The “c”-shaped crystal in Fig. 7(d) forms

when twist occurs about the axis perpendicular to the substrate, i.e., ŵ = ẑs, and the

direction along which twist occurs is given by the fast-growing crystalline direction, i.e.,

ŝ = x̂c. Experimentally, “s”-shaped crystals have been observed in ultra-thin films of poly(ǫ-
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caprolactone)/poly(vinyl chloride) blends [47], while morphologies similar to the “c”-shaped

crystal, albeit with spatially varying curvature and multiple branches, have been observed

in ultra-thin films of linear low-density polyethylene [48].

An even wider array of morphologies can in theory be engineered by applying time-

varying or spatially-varying treatments so that the twist period or handedness varies in

different regions of the film. For example, in our simulations, varying P over time has an

effect similar to experimentally ramping the temperature over time to crystallize banded

spherulites with variably spaced bands and oppositely twisting lamella, as has been done in

PTT films [41]. Although it has not yet been achieved experimentally, spatially patterning a

film with regions that favor different twisting rates by spatially varying the thickness, surface

energy, composition, or temperature of the film could also potentially provide a pathway for

engineering more complex twisting or curving crystallization patterns.

IV. CONCLUSION

In this paper we have presented a parametric study of twisted crystal growth in organic

thin films using a phase-field model that energetically favors twisting about and along partic-

ular 3D axes, allowing us to reproduce morphologies such as banded spherulites and curved

dendrites. Heterochiral banded spherulites were simulated by favoring twisting of the crys-

talline orientation about the fast-growing crystalline direction and along the local growth

direction. In curved dendrites, we found that the turning of the dendrite branches affects

both the crystallization morphology and kinetics. The total crystallized area is maximized

for a finite turning rate because turning promotes side branch growth into as-yet uncrystal-

lized regions but also ultimately leads to an isotropic growth envelope that eventually slows

growth due to diffusion limitations. Interestingly, both heterochiral banded spherulites and

curved dendrites require that twisting occurs along the growth direction, implying that for

these morphologies the local growth conditions at the crystal-amorphous interface play an

important role in how crystallization proceeds, and the structure of the crystalline phase

does not by itself lead to the observed twisting patterns.

Although our model can capture a wide variety of morphologies, organic thin film crys-

tallization is a complex process, and there are still many experimentally observed crystal-

lization patterns that cannot be reproduced by our simple model [48, 49]. For example,
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poly(propylene adipate) films crystallize with lamella winding helically about a cylinder,

requiring additional parameters to fully describe the lamellar shape and orientation [50].

Films may also exhibit irregularities in surface height, such as when edge-on lamella rise

above the film thickness of the melt [51], but our simulations have all been performed in two

dimensions without explicitly accounting for thickness variations or surface effects. Here we

have also not accounted for crystalline symmetries other than through the introduction of

a k-fold-symmetric mobility anisotropy, nor does our model explicitly account for the width

and thickness of lamella in banded spherulites. Nevertheless, our simulations have success-

fully reproduced a variety of twisting and curving crystallization patterns, and we hope that

our work proves useful in the continued study of the complex crystallization behavior of

organic thin films.

Appendix A: Finite volume formulas

Spatial derivatives of the quaternion field are implemented with a finite volume approach

that uses Simpson’s rule for integration. Below, q refers to one of the four components of

the quaternion vector ~q, and t refers to the corresponding component of the twist rate ~t.

For the case where ŝ = x̂c = (g11, g12):
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For the case where ŝ = n̂ =
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:
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Values at half grid points are calculated by averaging the closest on-grid neighboring points.
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