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Maximum Entropy and the Stress Distribution in Soft Disk Packings Above Jamming
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We show that the maximum entropy hypothesis can successfully explain the distribution of stresses
on compact clusters of particles within disordered mechanically stable packings of soft, isotropically
stressed, frictionless disks above the jamming transition. We show that, in our two dimensional case,
it becomes necessary to consider not only the stress but also the Maxwell-Cremona force-tile area,
as a constraining variable that determines the stress distribution. The importance of the force-tile
area had been suggested by earlier computations on an idealized force-network ensemble.

PACS numbers: 45.70.-n, 46.65.+g, 83.80.Fg

I. INTRODUCTION

As the density of granular particles increases to a criti-
cal packing fraction, φJ , the system undergoes a jamming
transition from a liquid-like to a solid-like state [1, 2]. For
large particles thermal fluctuations are irrelevant, and in
the absence of mechanical agitation, the dense system re-
laxes into a mechanically stable rigid but disordered con-
figuration. Given a set of macroscopic constrains there
are in general a large number of such configurations that
are accessible to the system. A long standing question is
whether there is a convenient statistical description for
the properties of such quenched configurations.

For hard-core, rough (i.e. frictional), particles, the
jamming φJ (and hence the system volume at jamming)
may span a range of values from random loose packed to
random close packed. Edwards and co-workers [3] pro-
posed a statistical description for the distribution of the
Voronoi volume of such particles in terms of a maximum
entropy hypothesis, assuming that all accessible states
are equally likely. Henkes and co-workers [4, 5] extended
these ideas to consider the distribution of stress on clus-
ters of particles within packings of frictionless soft par-
ticles, compressed above the jamming φJ . They denoted
their formalism as the stress ensemble. Similar ideas were
then proposed by Blumenfeld and Edwards [6]. Subse-
quently, Tighe and co-workers [7–9], using an idealized
model called the force-network ensemble (FNE), argued
that in two dimensions the Maxwell-Cremona force-tile
area acts as an additional constraining variable, that
must be taken into account in order to arrive at a correct
maximum entropy description of the stress distribution.
Recent experiments [10–13] have sought to test such sta-
tistical models.

The main goal of this work is to numerically investigate
these statistical ensemble ideas as applied to the distri-
bution of stress, and in particular to test if the analysis of
Tighe and co-workers for the idealized FNE, continues to
hold in a more realistic model of jammed soft-core par-
ticles. To this end we carry out detailed numerical sim-
ulations of a simple model of two dimensional, soft-core,
bidisperse frictionless disks, to determine the distribution
of stress and force-tile area on compact clusters of parti-
cles embedded in a larger, mechanically stable, packing

at finite isotropic stress above the jamming transition.
Measuring behavior as a function of both the cluster size
and the total system stress, we find that the stress distri-
bution is consistent with the maximum entropy hypoth-
esis, provided one takes both the cluster stress and the
force-tile area as constraining variables that character-
ize the distribution. We find that it remains necessary to
consider both variables even as the cluster size gets large,
contrary to results reported for the FNE [8].

The remainder of this paper is organized as follows.
In Sec. II we provide details of our numerical model and
simulations, discussing our method to produce jammed
packings with a specified isotropic total stress tensor, and
defining the construction of our clusters and the quanti-
ties measured. In Sec. III we analyze our results in the
context of the stress ensemble of Henkes et al. [4, 5].
We use a ratio of cluster stress distributions at differ-
ent values of the total system stress to investigate the
Boltzmann factor predicted for the distribution, and find
that this Boltzmann factor includes a term quadratic in
the cluster stress, rather than being linear in the stress
as predicted by the stress ensemble. We compare our
results against a simpler Gaussian approximation, and
find that the quadratic Boltzmann factor gives a better
description. We discuss the previous results by Henkes
et al. [4, 5] and indicate why they may not have detected
the quadratic term which we find here.

In Sec. IV we define the Maxwell-Cremona force tile
area, and consider the joint distribution of cluster stress
and force-tile area. Using a ratio of this joint distribu-
tion at different values of the total system stress, we find
results consistent with a Boltzmann factor that is lin-
ear in both stress and force-tile area, thus supporting
the maximum entropy hypothesis. We make comparison
between the temperature-like parameters resulting from
this ratio analysis and those predicted from fluctuations
via the covariance matrix of the constraining variables,
and find reasonable, though not perfect, agreement. We
then discuss the relation of our results to previous re-
sults of Tighe et al. [7–9] for the FNE, and discuss the
relation between the Boltzmann factor of the joint distri-
bution, and the quadratic Boltzmann factor of the stress
distribution analyzed in the previous section. Finally, in
Sec. V we summarize and discuss our conclusions.
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II. MODEL

II.1. Global ensemble

Our system is a two-dimensional bidisperse mixture
of equal numbers of big and small circular, frictionless,
disks with diameters db and ds in the ratio db/ds = 1.4
[2]. Disks i and j interact only when they overlap, in
which case they repel with a soft-core harmonic interac-
tion potential,

Vij(rij) =

{ 1
2ke(1− rij/dij)2, rij < dij

0, rij ≥ dij .
(1)

Here rij = |ri − rj | is the center-to-center distance be-
tween the particles, and dij = (di + dj)/2 is the sum of
their radii. We will measure energy in units such that
ke = 1, and length in units so that the small disk diam-
eter ds = 1.

The geometry of our system box is characterized by
three parameters, Lx, Ly, γ, as illustrated in Fig. 1. Lx
and Ly are the lengths of the box in the x̂ and ŷ di-
rections, while γ is the skew ratio of the box. We use
Lees-Edwards boundary conditions [14] to periodically
repeat this box throughout all space.

Lx

Ly

!Ly

FIG. 1. Geometry of our system box. Lx and Ly are the
lengths in the x̂ and ŷ directions, and γ is the skew ratio.
Lees-Edwards boundary conditions are used.

We consider here systems with a fixed total number
N of disks, and study mechanically stable particle pack-
ings above the jamming transition, that have a specified

isotropic total stress tensor Σ
(N)
αβ ,

Σ
(N)
αβ = ΓNδαβ , where ΓN = pV, (2)

p is the system pressure, and V = LxLy is the total
system volume (in two dimensions we will use “volume”
as a synonym for area). Here α, β denote the spatial
coordinate directions x, y.

To create our isotropic packings, in which the shear
stress vanishes, we use a scheme in which we vary the box
parameters Lx, Ly and γ as we search for mechanically
stable states [15]. We introduce [16] a modified energy

function Ũ that depends on the particle positions {ri},

as well as the box parameters Lx, Ly, γ,

Ũ ≡ U + ΓN (lnLx + lnLy), U ≡
∑
i<j

Vij(rij). (3)

Noting that the interaction energy U depends implic-
itly on the box parameters Lx, Ly, γ via the boundary
conditions, we get the relations,

Lx
∂U

∂Lx
= −Σ(N)

xx + γΣ(N)
xy ,

∂U

∂γ
= −Σ(N)

xy ,

Ly
∂U

∂Ly
= −Σ(N)

yy − γΣ(N)
xy .

(4)

We then start from an initial configuration of randomly
positioned particles in a square box (Lx = Ly, γ = 0)
at packing fraction φinit = 0.84 (just slightly below the
jamming transition φJ ≈ 0.842 [17]), and fixing a target

value of ΓN , we minimize Ũ with respect to both particle
positions and box parameters. The resulting local mini-
mum of Ũ gives a mechanically stable configuration with
force balance on each particle and a total stress tensor
that satisfies

Σ(N)
xx = Σ(N)

yy = ΓN , Σ(N)
xy = 0. (5)

For minimization we use the Polak-Ribiere conjugate
gradient algorithm [19]. We consider the minimiza-

tion converged when we satisfy the condition (Ũi −
Ũi+50)/Ũi+50 < ε = 10−10, where Ũi is the value at the
ith step of the minimization. Tests that this procedure
gives numerically well minimized configurations, with the
desired isotropic total stress tensor and force balance on
particles, are discussed in the Appendix of Ref. [18].

Our results are for a system with N = 8192 disks, aver-
aged over 10000 isotropic configurations, independently
generated at each value of ΓN . We vary the total stress
from ΓN = 6.4 to 18.4, in steps of 0.8. Since our simu-
lations fix both N and ΓN , it is convenient to parame-
terize our results by the intensive, pressure-like, variable,
p̃ ≡ ΓN/N = pV/N , the total stress per particle.

Since our method varies the system volume LxLy so
as to achieve the desired total stress ΓN , the packing
fraction,

φ =
N

LxLy

π

2

[(
ds
2

)2

+

(
db
2

)2
]
, (6)

at a fixed ΓN varies slightly from configuration to config-
uration. In Fig. 3a we plot the resulting average 〈φ〉 as a
function of p̃ for the range of p̃ considered in this work.
Error bars represent the width of the distribution of φ;
the relative width is roughly 0.03− 0.04%. The ΓN val-
ues we consider here place our systems moderately close
above the jamming transition, which for our rapid quench
protocol is φJ ≈ 0.842 [17, 18].
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FIG. 2. (a) Average packing fraction 〈φ〉 vs total system stress
per particle p̃ ≡ ΓN/N . The error bars represent the width
of the distribution of φ, and not the statistical error of the
average. (b) Average number of particles 〈NR〉 in a cluster of
radius R, at packing fraction φ = 0.845.

II.2. Clusters of finite size

In this work we are interested in the distribution of the
stress on finite sized sub-clusters of the system. To define
our particle clusters, we pick a position in the system at
random and draw a circle of radius R centered at that
point. All particles whose centers lie within this circle are
considered part of the cluster, which we denote as CR [20].
The total number of particles NR in such a cluster will
fluctuate from cluster to cluster, but the average 〈NR〉
can be obtained from Eq. (6) using πR2 rather than LxLy
as the volume on the right hand side. In Fig. 2b we
plot 〈NR〉 vs radius R for a system with packing fraction
φ = 0.845.

We can then compute the stress tensor for the cluster
CR,

Σ
(R)
αβ =

∑
i∈CR

∑
j

′
sijαFijβ , Fij = −∂V(rij)/∂rj . (7)

The first sum is over all particles i in the cluster CR.
The second, primed, sum is over all particles j in contact
with i, where sij is the displacement from the center of
particle i to its point of contact with j, and Fij is the
force on j due to contact with i [4].

Although the total system stress is isotropic, the stress

on any particular cluster Σ
(R)
αβ in general is not. However

the stress averaged over many different clusters will be
isotropic. If we define for each cluster

ΓR ≡
1

2
Tr[Σ

(R)
αβ ], (8)

then we will have

〈Σ(R)
αβ 〉 = 〈ΓR〉δαβ . (9)

Here and henceforth, we will use 〈. . . 〉 to indicate an av-
erage over different clusters. Our averages in this work

are taken over different non-overlapping clusters within
a given configuration, and then over the 10000 indepen-
dently generated configurations at each ΓN .

For a system with total stress per particle p̃ = ΓN/N ,
we will denote the probability that a cluster of radius R
has a stress ΓR by P(ΓR|p̃). In Fig. 3 we show these nu-
merically computed probability histograms P(ΓR|p̃) over
the range of p̃ we study, for the particular case of clus-
ters with radius R = 5.4. We have chosen our spacing
∆p̃ = ∆ΓN/N = 0.8/8192 so that the histograms at
neighboring values of p̃ have substantial overlap, as will
be needed for our later analysis. Histograms are normal-
ized so that

∑
ΓR
P(ΓR|p̃)∆ΓR = 1, where ∆ΓR is our

bin width; ∆ΓR is chosen small enough that P(ΓR|p̃)
becomes independent of ∆ΓR.
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FIG. 3. (color online) Probability histograms of the stress ΓR

on a cluster of radius R = 5.4 at different values of the total
stress per particle p̃ = ΓN/N .

In this work we will consider a range of cluster sizes
from R = 2.8 to 8.2, corresponding to clusters with an
average number of particles ranging roughly from 18 to
150. Our total system size of N = 8192 particles was
chosen so as to be large enough to explore a moderate
range of cluster sizes R, while being small enough to
generate a large number of independent configurations
so as to get good precision for the histograms P(ΓR|p̃).
The largest cluster size R that we consider is chosen to
be small enough that effects due to the finite size of the
total system do not significantly effect the distributions
P(ΓR|p̃).

III. RESULTS: THE STRESS ENSEMBLE

In an effort to develop a statistical theory for the distri-
bution of stress ΓR on clusters within jammed packings,
Henkes et al. [4, 5] proposed the stress ensemble. Not-
ing that the stress tensor Σαβ is a conserved quantity,
i.e. its global value for the total system is fixed and it
is additive over disjoint subsystems, an analogy to the
canonical ensemble of statistical mechanics can be made.
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For isotropic systems, ΓR plays the role of energy, and
the distribution of ΓR was proposed to be,

P(ΓR|p̃) = ΩR(ΓR)
e−α(p̃)ΓR

ZR(p̃)
. (10)

The angoricity [5, 6] 1/α is a temperature-like variable
that is set by the total system stress per particle p̃. The
number of available states ΩR(ΓR) at a given value of ΓR
is presumed independent of p̃. The normalizing constant
ZR,

ZR(p̃) =

∫
dΓR ΩR(ΓR)e−α(p̃)ΓR , (11)

is analogous to the partition function, and

FR(p̃) ≡ − lnZR(p̃) (12)

is analogous to the free energy.
Alternatively, the distribution of Eq. (10) can also be

viewed as resulting from a maximum entropy hypothe-
sis [21], in which all clusters with a given ΓR are pre-
sumed equally likely, and the average is constrained to
the known value 〈ΓR〉. Since the stress is conserved and
additive, the average of ΓR is constrained by,

〈ΓR〉 = ΓN

(
πR2

V

)
, (13)

a result that we have previously confirmed numerically
[16]. The average pressure in the cluster is then equal to
the global pressure in the total system,

〈pR〉 ≡
〈ΓR〉
πR2

=
ΓN
V

= p. (14)

Two particular consequences follow from the distribu-
tion of Eq. (10). The first relates to the fluctuation of
stress on the cluster, var(ΓR) ≡ 〈Γ2

R〉 − 〈ΓR〉2. The sec-
ond relates to the ratio of distributions at nearby values
of p̃.

III.1. Fluctuations

As in an equilibrium thermodynamic system, one can
use the free energy of Eq. (12) to write,

∂FR
∂α

= 〈ΓR〉, (15)

and

∂〈ΓR〉
∂α

=
∂2FR
∂α2

= 〈ΓR〉2 − 〈Γ2
R〉 = −var(ΓR). (16)

A change in the inverse angoritcity ∆α therefore gives
a change in the average cluster stress 〈∆ΓR〉,

〈∆ΓR〉 =
∂〈ΓR〉
∂α

∆α = −var(ΓR)∆α. (17)

By Eq. (14) we have 〈∆ΓR〉/(πR2) = 〈∆pR〉 = ∆p, hence
we conclude that a change in the total system pressure
∆p induces a change in the inverse angoricity ∆α, given
by,

∆α = −
[

πR2

var(ΓR)

]
∆p. (18)

Taking the limit ∆p→ 0 we then get,

dα

dp
= −

[
πR2

var(ΓR)

]
. (19)

In Ref. [16] we showed that, for the range of clus-
ter sizes and pressures considered here, the dependence
of var(ΓR) on cluster size R was well fit by the form
var(ΓR)/(πR2) = c1 + c2/R. Thus from Eq. (19) we
might expect to see 1/R corrections to α(p̃) arising from
the finite sizes of our clusters.

III.2. Histogram ratio

The results of the previous subsection, in particular
Eq. (19), hold if the distribution of stress ΓR obeys the
form of Eq. (10). However it is necessary to first demon-
strate that this form does indeed hold. A direct test of
whether or not the distributions P(ΓR|p̃) obey Eq. (10)
is given by considering the ratio of numerically measured
histograms at two neighboring values of p̃ [22].

Denoting quantities at a given p̃1 or p̃2 by the subscript
1 or 2, the log ratio of histograms at two neighboring
values of p̃1 < p̃2 is given by,

ln

[P1

P2

]
= ln

[
ZR,2
ZR,1

]
+ (α2 − α1)ΓR = −∆FR + ∆αΓR,

(20)
where ∆FR ≡ FR,2 −FR,1 and ∆α ≡ α2 − α1.

Expecting that the right hand side of Eq. (20) scales
proportional to the cluster area πR2, we define an inten-
sive log ratio,

R ≡ 1

πR2
ln

[P1

P2

]
= −∆f + ∆αpR. (21)

where pR ≡ ΓR/(πR
2), and f ≡ FR/(πR2). The condi-

tion R = 0 locates the point of greatest overlap between
neighboring histograms, where P1 = P2.

In Fig. 4 we plot R vs pR for several different pairs of
p̃1 and p̃2 = p̃1 + ∆p̃, for cluster sizes R = 2.8 to 8.2.
We find a fairly good looking collapse of the data for
different cluster radii R. This suggests that, to leading
order in 1/R, R, and hence ∆f and ∆α, are intensive
quantities independent of the cluster size. However we
find that the data for R show a clear curvature, not the
linear dependence on pR predicted by Eq. (21).

Instead of using Eq. (21) we may empirically fit our
data in Fig. 4 to a quadratic form,

R = −∆f + ∆αpR + ∆λ p2
R, (22)
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where ∆f , ∆α and ∆λ vary with the stress p̃1, but are
independent of the cluster radius R. Such fits give the
solid curves in Fig. 4.
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FIG. 4. (color online) Log ratio R ≡ (1/πR2) ln[P1/P2] of
histograms P1 and P2 at total system stresses per particle p̃1
and p̃2 = p̃1+∆p̃, vs cluster pressure pR = ΓR/πR

2. Data for
different cluster sizes R (denoted by different symbol shapes)
but the same p̃1, p̃2 collapse to a common curve that is well fit
by a parabola (solid curves); dashed lines are the tangents at
the point of greatest overlap between the histograms P1 and
P2, given by the condition R = 0. We show results for stress
per particle p̃ = 0.00078 to 0.00215. Representative error bars
are shown at the tail ends of pR.

Linear approximation: If we for the moment ignore
the curvature in the data of Fig. 4, we can approximate
R by its tangent line at the value p∗R where R = 0. This
is the point where the two distributions P1 and P2 have
their largest overlap. Such tangents are shown as the
dashed lines in Fig. 4, and have slopes,

∆ᾱ = ∆α+ 2∆λp∗R. (23)

In Fig. 5 we plot −∆ᾱ/∆p vs p ≡ (p1 + p2)/2, where
p1,2 = p̃1,2(N/V1,2) gives the corresponding total system
pressure of the two overlapping histograms. We find an
excellent fit to a power-law, −∆ᾱ/∆p ≈ 3.8p−1.9. Taking
∆ᾱ/∆p as an approximation to the derivative, we can in-
tegrate to get ᾱ(p) ≈ 4.2p−0.9. Given the rather limited
range of our data, however, it is unclear how much sig-
nificance should be given to the specific numerical value
of this fitted exponent; the data is also well fit by the
expression −∆ᾱ/∆p ≈ (1.9/p2)(1− 0.000094/p).

Viewing the stress ensemble of Eq. (10) as an approx-
imation to the true distribution, we can test whether
−∆ᾱ/∆p from the above linear approximation to the his-
togram ratio is in agreement with the −dα/dp one would
expect from the fluctuation expression of Eq. (19). We
therefore also plot in Fig. 5 the quantity πR2/var(ΓR)
vs p, showing results for several different cluster sizes R.
We see an excellent agreement.

The agreement shown in Fig. 5 might naively be taken
as evidence that the stress ensemble, while failing to give
a strictly linear log ratio R as predicted, is neverthe-
less not a bad approximation to the stress distribution.
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FIG. 5. (color online) Comparison of (i) −∆ᾱ/∆p vs p =
(p1 + p2)/2 (solid circles) as computed from the linear ap-
proximation to the log histogram ratio R, given by the slopes
Eq. (23) of the tangent lines in Fig. 4, with (ii) πR2/var(ΓR)
vs p, for several different cluster radii R (open symbols), which
by the fluctuation expression of Eq. (19) gives −dα/dp in the
stress ensemble approximation. The solid line is a fit to an
arbitrary power-law, and finds −∆ᾱ/∆p ≈ 3.8p−1.9. The
dashed line is a fit to the the power-law p−2.

However, as we will show in the next section, Eq. (19)
also results from the assumption that the distribution
P(ΓR|p̃) is a simple Gaussian, provided that the spacing
∆p between the overlaping distributions is not too great
[11]. Moreover, such a Gaussian model also provides a
simple mechanism for producing the curvature in R that
is evident in Fig. 4. We will discuss the extent to which
a Gaussian approximation can explain the data of Fig. 4
in Sec. III.3.

Quadratic fit: The quadratic form for the log ratio
R, given by Eq. (22), clearly describes the data better
than the linear expression of Eq. (21). However, while
the quadratic fits in Fig. 4 look reasonable, a quantita-
tive test shows that they are not particularly accurate,
given the high precision of our data. As a measure of
the goodness of our fits we will use the chi squared per
degree of freedom χ2/ν,

χ2/ν ≡ 1

Md −Mf

Md∑
i=1

[
yi − y(xi)

δyi

]2

, (24)

where Md is the number of data points, Mf the number
of fit parameters, xi the independent variables, yi the
measured dependent variable at xi, δyi the estimated
statistical error in yi, and y(xi) the fitting function. A
good fit is usually indicated by χ2/ν . O(1).

In Fig. 6 we plot the χ2/ν of the fit to R using the
quadratic form of Eq. (22), where the fitting parameters
∆f , ∆α and ∆λ are assumed to be independent of the
cluster radius R. Our results are plotted vs p̃1, the stress
per particle at the lower of the two stresses p̃1, p̃2 used to
define the histogram ratio. We show results (solid circles)
for the fit to the entire data set including all cluster sizes
R, as well as the χ2/ν (open symbols) for the data set
restricted to clusters of a given fixed radius R (we keep
∆f , ∆α and ∆λ the same, but sum Eq. (24) over only the
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data for a given cluster size R, with Md now being the
number of data points at radius R, and Mf the number of
fit parameters divided by the number of different cluster
radii). We see that the χ2/ν becomes ∼ O(1) only as
p̃1 increases, and only for the larger cluster sizes; as p̃1

decreases, the χ2/ν steadily increases and becomes ∼
O(10) at our smallest p̃1, indicating a poor fit.
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FIG. 6. (color online) Chi squared per degree of freedom,
χ2/ν, for the fit of the histogram ratio R to the quadratic
form of Eq. (22), where the fitting parameters ∆f , ∆α and
∆λ are assumed to be independent of the cluster radius R.
Results are plotted vs p̃1, the stress per particle at the lower
of the two stresses p̃1, p̃2 used to define R (see Eq. (21)). “all
R” denotes the χ2/ν of the fit to the entire data set including
all cluster sizes R, while the other symbols denote the χ2/ν
of the same fit, but restricted to data at a given fixed cluster
size R.

The fits discussed above in connection with Figs. 4-
6 assumed that the fitting parameters ∆f , ∆α and ∆λ
were independent of the cluster radius R. However the
discussion at the end of Sec. III.1 leads one to suspect
that these parameters may have 1/R corrections arising
from the finite size of the clusters. We therefore extend
our analysis to include this possibility by using,

∆α(R) = A(1 + a/R), ∆λ(R) = B(1 + b/R), (25)

∆f(R) = C(1 + c/R),

in the fit to Eq. (22), where A, B, C, a, b and c are taken
to be independent of R. The values of A, B and C thus
represent the limiting R→∞ values of ∆α, ∆λ and ∆f .

In Fig. 7 we plot the results of such fits with 1/R cor-
rections, showing in panels a,b,c ∆α(R)/∆p, ∆λ(R)/∆p
and ∆f(R)/∆p vs the average histogram pressure p =
(p1 +p2)/2 for several different cluster radii R, as well as
the limiting R → ∞ values A, B, and C. We see that
as R increases, all parameters are approaching finite val-
ues. We also show in these figures the results from our
earlier fit keeping ∆α, ∆λ, and ∆f as constants inde-
pendent of R; these are labeled in the figures as “all R.”
The power-law behavior of the data for the largest R is
indicated in the figures, where we find ∆α/∆p ∼ p−2,
∆λ/∆p ∼ p−2.94, and ∆f/∆p ∼ p−0.7. Given the lim-
ited range of our data, it is unclear how much significance
should be given to the specific numerical values of these

exponents. We see that the 1/R corrections are quite no-
ticeable for our finite cluster sizes, and that the results we
get when ignoring these corrections (the results labeled
“all R”) tend to roughly agree with the values found for
the smallest R when the 1/R corrections are included.

The parameters a, b and c of Eq. (25) represent length
scales that determine the strength of the 1/R corrections.
We plot these vs p in Fig. 7d and find that these are
consistent with being constant, independent of the pres-
sure. The lengths a ≈ −2.5, b ≈ −1.3 and c ≈ 7.0 are
large enough compared to the range of our cluster sizes
R = 2.8 − 8.2, so as to explain the noticeable finite size
effects we see in Figs. 7a,b,c.

The parameters ∆α, ∆λ and ∆f , that describe the
quadratic shape of the histogram ratio R, thus show a
clear dependence on the cluster size R. However, if we
use the ∆α(R) and ∆λ(R) from Fig. 7 in Eq. (23) to
compute ∆ᾱ(R), the slope of R at the point of maximum
histogram overlap, we find that this shows essentially no
dependence on the cluster size R. In Fig. 8 we plot this
∆ᾱ(R)/∆p vs the average histogram pressure p = (p1 +
p2)/2 for several different R. For comparison we also plot
the ∆ᾱ/Dp, previously shown in Fig. 5, obtained from
fits assuming ∆α, ∆λ and ∆f independent of R. We
see that there is essentially no difference between the two
fits, nor between any of the cluster sizes R, except for the
smallest size R = 2.8. Since ∆ᾱ is a measure of behavior
at the point of greatest overlap of the two histograms,
and this point lies near the peaks of the distributions,
the insensitivity of ∆ᾱ to the cluster size R illustrates,
not surprisingly, that the dependence on the cluster size
R which is observed for the parameters ∆α, ∆λ and ∆f
in Fig. 7 is due to the dependence on R of the tails of the
distributions P(ΓR|p̃).

It is interesting to note that, while the ᾱ(p) associ-
ated with the linear approximation to R at the point of
greatest histogram overlap is positive, the α(p) obtained
from the quadratic fit to Eq. (22) is negative. We can
see this from Fig. 5 where we find ∆ᾱ/∆p ∼ −p−1.9, and
so ᾱ(p) ∼ p−0.9, compared to Fig. 7a where we find that
∆α/∆p ∼ p−2, and so α(p) ∼ −p−1.

Finally, we test the accuracy of our model with 1/R
corrections by computing the χ2/ν of the fit. In Fig. 9
we show χ2/ν as computed for the entire set of data in-
cluding all cluster sizes R, as well as the χ2/ν restricted
to data for specific cluster sizes R. We now see, in con-
trast to the results in Fig. 6, that in essentially all cases
χ2/ν ∼ O(1). Including such 1/R corrections to ∆α, ∆λ
and ∆f thus significantly improves the quality of the fit.

III.3. Gaussian approximation

In this section we consider an alternative possibility,
that the distribution of stress on clusters is given by a
simple Gaussian distribution. We will show that such a
Gaussian approximation gives both (i) a simple mecha-
nism for producing a histogram ratio R that is quadratic
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FIG. 7. (color online) (a) ∆α/∆p, (b) −∆λ/∆p, (c) −∆f/∆p
vs pressure p = (p1 + p2)/2 from quadratic fits to the his-
togram ratio R with 1/R corrections as in Eq. (25), for clus-
ters of different radii R. Also shown are the R→∞ limiting
values A, B, C of Eq. (25), as well as the values from fits
keeping ∆α, ∆λ and ∆f constant for all R (labeled as “all
R”). Solid lines are power-law fits, with the power indicated
for the fit to the largest value of R. (d) Length scale param-
eters a, b and c of Eq. (25) that determine the strength of
the 1/R corrections, vs p; the solid lines are the best fit to a
constant, indicating no systematic dependence on pressure.

in the cluster pressure, as in Eq. (22), and (ii) a vari-
ation of an effective inverse angoricity (defined by the
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FIG. 8. (color online) Comparison of −∆ᾱ/∆p vs p = (p1 +
p2)/2 as computed from Eq. (23) using the ∆α(R) and ∆λ(R)
determined from the fits to the histogram ratio R with the
1/R corrections of Eq. (25) (open symbols for different R), vs
from fits to R using ∆α, ∆λ and ∆f taken to be independent
of R (solid circles, previously shown in Fig. 5 and denoted
here as “all R”).
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FIG. 9. (color online) Chi squared per degree of freedom,
χ2/ν, for the fit of the histogram ratio R to the quadratic
form of Eq. (22), where the fitting parameters ∆f , ∆α and
∆λ have the 1/R corrections of Eq. (25). Results are plotted
vs p̃1, the stress per particle at the lower of the two stresses p̃1,
p̃2 used to define R (see Eq. (21)). “all R” denotes the χ2/ν
of the fit to the entire data set including all cluster sizes R,
while the other symbols denote the χ2/ν of the fit restricted
to data at a given fixed cluster size.

histogram ratio) with pressure, dα/dp, that is the same
as found in Eq. (19) for the Boltzmann distribution, pro-
vided the spacing ∆p = p2 − p2 between the histograms
used in computing R is sufficiently small. Similar results
have been presented earlier by McNamara et al. [11] in
the context of the volume distribution of granular pack-
ings. However, we will show that this Gaussian approxi-
mation gives a poorer description of our data than does
the quadratic fit of the previous section.

We will here assume that the distribution of stress ΓR
on a cluster of radius R is given by the Gaussian,

P(ΓR|p̃) =
1√

2πσ2
e−

1
2 δΓ

2
R/σ

2

(26)

where δΓR ≡ ΓR − 〈ΓR〉 is the fluctuation of ΓR away
from its ensemble average, and σ2 ≡ var(ΓR) = 〈δΓ2

R〉 is
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the variance of ΓR. Both 〈ΓR〉 and σ2 are functions of
the total system stress per particle, p̃ = ΓN/N .

Using the above Gaussian distribution, it is straightfor-
ward to compute the histogram ratio R at two neighbor-
ing values p̃1 and p̃2. Doing so, one find a quadratic form
as in Eq. (22). We use the coefficients of this quadratic
form to define effective parameters ∆αg, ∆λg and ∆fg,
so that,

R ≡ 1

πR2
ln(P1/P2) = −∆fg + ∆αgpR + ∆λgp

2
R (27)

where pR ≡ ΓR/(πR
2), and

∆fg =
1

πR2

(
ln

[
σ1

σ2

]
+
〈ΓR〉22
2σ2

2

− 〈ΓR〉
2
1

2σ2
1

)
∆αg =

〈ΓR〉1
σ2

1

− 〈ΓR〉2
σ2

2

(28)

∆λg = πR2

(
1

2σ2
2

− 1

2σ2
1

)
,

where the subscripts 1,2 refer to values at p̃1,2.
Since we can easily compute averages and variances

of ΓR [16], the result of Eq. (28) involves no adjustable
parameters, and we can directly see how well it agrees
with our numerically computed values for the histogram
ratio. In Fig. 10 we plot our data together with the
prediction of Eq. (28) (solid lines) for two different cluster
radii, R = 2.8 and R = 4.2, at three different values of the
total stress per particle p̃1. We see that the agreement is
not bad, although the prediction of Eq. (28) noticeably
curves away from the data at both the high and low ends,
particularly for the smaller value of R.

In Fig. 11 we compare the values of ∆αg, ∆λg and
∆fg from the Gaussian approximation of Eq. (28) with
the values of ∆α, ∆λ and ∆f obtained previously by the
quadratic fit to R with 1/R corrections. We see that the
two sets of parameters are noticeably different. However,
if we consider the slope ∆ᾱ of R at the point of great-
est histogram overlap, one can show that the Gaussian
approximation gives results essentially identical to that
predicted for the Boltzmann distribution of Eq. (19) and
so also identical to that found from the quadratic fit to
R, as shown in Figs. 5 and 8.

Defining ∆ᾱg = ∆αg+∆λgp
∗
R, and assuming the point

of greatest overlap between the two histograms is at p∗R =
(p1 + p2)/2, we find from Eq. (28),

∆ᾱg = −πR
2

2

[
1

σ2
1

+
1

σ2
2

]
∆p, (29)

where ∆p = p2 − p1. For ∆p sufficiently small, we can
take to leading order σ2

1 ≈ σ2
2 in Eq. (29) and hence the

above becomes equal to Eq. (18) found for the Boltzmann
distribution. Hence the agreement of ∆ᾱ between the
numerically computed histogram ratio R and the value
found via the fluctuations of ΓR as in Eq. (18) cannot in
itself be taken as evidence for the correctness of the Boltz-
mann distribution of Eq. (10); the same relation holds
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FIG. 10. (color online) Histogram ratio R at neighboring
values of the total system stress per particle p̃1 and p̃2, vs
cluster stress per area pR = ΓR/(πR

2). Data are shown for
three different values of p̃1, for clusters of radius (a) R =
2.8 and (b) R = 4.2. Solid lines give the prediction of the
Gaussian approximation of Eqs. (27) and (28).

just as well for a Gaussian distribution, provided ∆p is
not too big. The true test for the Boltzmann distribution
of Eq. (10) is therfore the linearity of the histogram ratio
R in the cluster pressure pR.

Finally, to check quantitatively how well the Gaussian
approximation is describing the histogram ratio data, we
can compute the χ2/ν of the fit of the Gaussian results of
Eq. (28) to the measured data for R. In Fig. 12 we plot
this χ2/ν vs p̃1, the stress per particle at the lower of the
two stresses p̃1, p̃2 used to define R, for several different
cluster radii R. We see that the Gaussian approximation
is quite noticeably worse than the quadratic fits to R
with 1/R corrections in the fitting parameters, as shown
earlier in Fig. 9. Only for the largest cluster sizes R is the
Gaussian approximation reasonable, with χ2/ν ∼ O(1).
This is because as R increases at fixed ∆p, our finite data
sampling for R gets confined to an ever smaller region of
pR about the point of greatest histogram overlap p∗R, and
so the data is decreasingly sensitive to the curvature in
R.

III.4. Relation to previous work

A similar analysis of the same bidisperse two dimen-
sional model has previously been carried out by Henkes
et al. [4]. They used configurations quenched at constant
packing fraction φ in a square box, rather than constant
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FIG. 11. (color online) Comparison of parameters ∆α/∆p,
∆λ/∆p and ∆f/∆p from the Gaussian approximation of
Eq. (28) with those obtained from the quadratic fit with 1/R
corrections shown previously in Figs. 7a,b,c. Solid symbols
are for the Gaussian approximation, while open symbols are
for the quadratic fit. Results are plotted vs the system pres-
sure p for several different cluster radii R.

isotropic stress ΓN . They also considered a somewhat dif-
ferent histogram ratio than that considered in the present
work. They used,

R̃H ≡ ln

[P(ΓR|p̃1)

P(ΓR|p̃2)

P(Γ′R|p̃2)

P(Γ′R|p̃1)

]
. (30)

Plotting R̃H vs ΓR−Γ′R, they found a linear relation, in
agreement with expectations from the stress ensemble of
Eq. (10).

However, our result of Eq. (22) for R leads to the
conclusion that the ratio used by Henkes et al., when
scaled by the cluster volume to be an intensive quantity,
RH ≡ R̃H/(πR2), should obey,

RH = ∆α(pR − p′R) + ∆λ(p2
R − p′2R) (31)

= [∆α+ ∆λ(pR + p′R)] (pR − p′R). (32)
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FIG. 12. (color online) Chi squared per degree of freedom,
χ2/ν, of the fit of the histogram ratio R to the Gaussian
approximation of Eqs. (27) and (28). Results are plotted vs
p̃1, the stress per particle at the lower of the two stresses p̃1,
p̃2 used to define R (see Eq. (21)), for several different cluster
radii R.

To check the behavior of RH , we consider the case with
a stress per particle p̃1 = 0.00215. Generating a discrete
set of evenly spaced values of pR that span the range of
the data for this p̃1 in Fig. 4, and applying Eq. (31) using
the values of ∆α and ∆λ obtained from the fit to Eq. (22)
for this p̃1, we plot RH vs pR − p′R in Fig. 13.
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FIG. 13. (color online) Histogram ratio of Eq. (30) used by
Henkes et al. in Ref. [4], normalized by the cluster volume

RH = R̃/(πR2), vs p̃R− p̃′R. Data is computed using Eq. (31)
and previously determined values of ∆α and ∆λ for the case
of a stress per particle of p̃ = 0.00215. Solid line is a linear fit
to the data.

At each of the discrete values of pR−p′R there is a range
of values of RH corresponding to the different possible
values of pR+p′R, as seen from Eq. (32). But the average
about these values is a straight line (solid line in Fig. 13)
of slope ∆α + ∆λ(p1 + p2), where p1,2 = p̃1,2N/V1,2;
(p1 + p2)/2 locates the pressure at the point of greatest
overlap between the two distributions P1,2 at p̃1 and p̃2.
This slope is thus exactly equal to the slope of the linear
approximation to our R given by Eq. (23), and hence
the results of Henkes et al. should be equivalent to the
results shown in our Fig. 5. The straight line relation
Henkes et al. observed between R̃H and ΓR − Γ′R, as
opposed to the quadratic relation we find for our simpler
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R, is therefore just an artifact of their having used the
ratio of Eq. (30), which upon averaging data at fixed
pR − p′R averages away the non-linear behavior.

IV. RESULTS: THE STRESS – FORCE-TILE
ENSEMBLE

The results discussed in the previous section thus pro-
vide no compelling evidence that the stress distribution
P(ΓR|p̃) in our two dimensional system is indeed given by
the simple stress ensemble form of Eq. (10). The Gaus-
sian approximation also seems to be a poor representa-
tion of the distribution. The good fit of the histogram
ratioR to the quadratic form of Eq. (22) suggests instead
that the distribution P(ΓR|p̃) involves a Boltzmann fac-
tor with a quadratic term in the stress,

exp

[
−αΓR −

λ

πR2
Γ2
R

]
, (33)

with 1/α and 1/λ as intensive temperature-like variables
that vary with the total system pressure, and that ap-
proach well defined values (with 1/R corrections) as the
cluster size R increases. In this section we discuss and
test one proposed mechanism for generating the above
Boltzmann factor.

As mentioned earlier, the stress ensemble of Eq. (10)
may be viewed as resulting from a maximum entropy
hypothesis, given that the average stress on the cluster
〈ΓR〉 is constrained by the total system stress ΓN , ac-
cording to Eq. (13). However, if the system possesses
other constrained observables, these too can effect the
cluster stress distribution. As pointed out by the work
of Tighe et al. [7–9], in two dimensions the Maxwell-
Cremona force-tile area [23] is another such constraining
quantity. Moreover, they showed that this force-tile area
leads naturally to a stress distribution with a Boltmann
factor such as in Eq. (33).

IV.1. The Maxwell-Cremona force-tile area

The Maxwell-Cremona force-tiles were introduced by
Maxwell in 1864 [23]. We illustrate the construction of
the force-tiles, a concept which applies only to two di-
mensional packings, in Fig. 14. Panel a shows a sub clus-
ter of particles within in a mechanically stable packing.
The red lines indicate the elastic forces between particles
in contact; the length of each line is proportional to the
magnitude of the contact force. For our frictionless par-
ticles, these forces always point normal to the surface at
the point of contact. In panel b, the force lines of panel
a are rotated 90◦ so that they are now tangential to the
particle surface. In panel c, these rotated force lines are
translated so as to place the force lines from each particle
tip-to-tail going counterclockwise around each particle.
Since the net force on each particle vanishes, the force
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FIG. 14. (color online) Construction of the Maxwell-Cremona
force-tiles for a sub cluster of our system: (a) red lines rep-
resent contact forces between the particles; the magnitude of
the force is proportional to the length of the line; (b) force
lines are rotated by 90◦; (c) rotated force lines are translated
to lie tip-to-tail forming closed loops that are the force tiles.
In (b) and (c), numbers denote particular particles and their
corresponding force-tiles.

lines for each particle must form a closed loop [24]. The
area of the loop for particle i is the particle’s force-tile
area Ai. For frictionless particles, such as studied here,
the force-tiles always have convex surfaces. In panels b
and c we number the particles and their corresponding
force-tiles.

Because the contact force that defines a given edge of
the force-tile of a particle i must also be an edge of the
force-tile of the particle j that shares that contact, one
can show that the force-tiles tile space with no gaps or
overlaps [8]. The force-tile area of a cluster of particles C
is then just the sum of force-tile areas for each member
particle, AC =

∑
i∈C Ai.

For a packing with periodic Lees-Edwards bound-
ary conditions, the force-tiling is similarly periodic, and
the force-tile area for the total system AN is deter-
mined uniquely by the total system stress tensor, AN =

det[Σ
(N)
αβ ]/V [8]. For our system with isotropic stress

Σ
(N)
αβ = ΓNδαβ , and so

AN = Γ2
N/V. (34)

For finite clusters of radius R, however, since the bound-
ary is not fixed, AR may take a distribution of values
for each given value of ΓR. We illustrate this in Fig. 15
where we show a scatter plot of the values of AR and ΓR
found in individual clusters, for the particular cluster size
R = 5.4, at several different values of the total system
stress per particle p̃. The distributions for neighboring
values of p̃ overlap each other, similar to the distributions
of ΓR in Fig. 3.

Since the force-tile area is conserved (i.e. the total
system value AN is fixed and A is additive over disjoint
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FIG. 15. (color online) Scatter plot of values of stress ΓR

and force-tile area AR, for clusters of radius R = 5.4, for
different values of total system stress per particle p̃ ranging
from 0.00088 to 0.00225. The smaller the value of p̃, the more
compact is the distribution.

subsystems) the average on clusters of radius R is con-
strained by,

〈AR〉 = AN

(
πR2

V

)
, (35)

a result which we have numerically confirmed elsewhere
[16]. Combining the above with Eq. (13), and using the
fixed relation between AN and ΓN given by Eq. (34), then
yields the relation between the average cluster force-tile
area and the average cluster stress,

〈AR〉 =
〈ΓR〉2
πR2

. (36)

Defining an intensive force-tile area, aR ≡ AR/(πR
2),

and recalling pR ≡ ΓR/(πR
2), the above becomes simply,

〈aR〉 = 〈pR〉2 = p2. (37)

Thus a maximum entropy formulation should consider
the joint distribution of both ΓR and AR, treating both as
constrained variables whose averages are known. Assum-
ing that all configurations with a given pair of (ΓR, AR)
are equally likely, one gets,

P(ΓR, AR|p̃) = ΩR(ΓR, AR)
e−α(p̃)ΓR−λ(p̃)AR

ZR(p̃)
, (38)

with

ZR(p̃) ≡
∫
dΓR

∫
dARΩR(ΓR, AR)e−α(p̃)ΓR−λ(p̃)AR .

(39)

IV.2. Histogram ratio

Considering the joint distribution of ΓR and AR at two
neighboring values of the total system stress per particle,

p̃1 and p̃2, we can again construct the log histogram ratio
R. From Eq. (38) we get,

R ≡ 1

πR2
ln

[P1

P2

]
= −∆f + ∆αpR + ∆λ aR (40)

where ∆f ≡ − ln[ZR,2/ZR,1]/(πR2), ∆α ≡ α2 − α1 and
∆λ ≡ λ2 − λ1. If the parameters ∆f , ∆α and ∆λ are
intensive, with only a weak dependence on the cluster size
R, then plotting R vs the intensive quantities pR and aR,
data for different cluster sizes R should all collapse to a
single flat plane for a given pair p̃1, p̃2. The slopes of the
plane in directions pR and aR determine the values of ∆α
and ∆λ.

Computing R from our numerically determined joint
histograms, we find that our data for R do indeed col-
lapse quite well onto a single flat plane for all R. In
Fig. 16 we show R vs pR and aR for several different
cluster radii R. Panels a and b show results for our low-
est system stress, p̃1 = 0.00078. Panel a shows a side
view looking down upon this plane from the side; the
data cluster into more compact regions as R increases.
Panel b shows a view looking edge on at the plane, thus
confirming that the surface defined by our data is indeed
a flat common plane for all R. Panels c and d show sim-
ilar results for our largest system stress, p̃1 = 0.00215.
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FIG. 16. (color online) (a) Plot of log histogram ratio R
vs cluster pressure pR and force-tile area per volume aR for
different cluster radii R at the total system stress per particle
p̃ = 0.00078. The data cluster into more compact regions as
R increases. Shaded region shows the best planar fit to the
data, where all fit parameters are taken to be independent of
R. (b) Same as (a) but looking edge on at the fitted plane,
confirming that all data lies on a common flat plane. Panels
(c) and (d) are the same as (a) and (b) but at the total system
stress per particle p̃ = 0.00215. To increase the clarity of the
figure, in panels (c) and (d) error bars are shown on only a
randomly selected 5% of the data points.

Fitting our data to the planar form of Eq. (40), and
taking the fit parameters ∆f , ∆α and ∆λ as constants in-
dependent of the cluster radius R, our fit gives the shaded
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planes shown in Fig. 16. In Fig. 17 we show the χ2/ν of
this fit (solid circles) to the entire data set of all cluster
sizes R; we see that the fit is excellent with χ2/ν ≈ 1
for all stresses p̃1. We have also tried fits where we allow
the parameters ∆f , ∆α and ∆λ to have 1/R corrections,
as in Eq. (25). We find little change in our results, with
χ2/ν ≈ 1 remaining for all p̃1, essentially no change in
∆α and ∆λ, and only a small shift in ∆f . Finally, we
have also done planar fits to each cluster size R inde-
pendently, so that ∆f , ∆α and ∆λ may depend on R in
any arbitrary way. The resulting χ2/ν from such fits are
shown in Fig. 17 for several different R (open symbols),
and we see again that χ2/ν ≈ 1 everywhere.
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FIG. 17. (color online) Chi squared per degree of freedom,
χ2/ν, of fits of the histogram ration R to the planar form of
Eq. (40). Results labeled “all R” (solid circles) are fits keep-
ing the parameters ∆f , ∆α and ∆λ the same for all cluster
sizes R. Other results are for fits specifically to the indicated
cluster size R alone. Results are plotted vs p̃1, the stress per
particle at the lower of the two stresses p̃1, p̃2 used to define
R (see Eq. (40)). χ2/ν ≈ 1 indicates an excellent fit.

In Fig. 18 we plot the resulting fit parameters as
∆α/∆p, −∆λ/∆p and −∆f/∆p vs the pressure p =
(p1 + p2)/2. We show results for the case where we take
∆α, ∆λ and ∆f to be the same for all cluster radii R
(solid circles), as well the case where we fit separately to
clusters of a specific R (open symbols). For ∆α/∆p and
∆λ/∆p the results show little sensitivity to which case is
used, or to the cluster size R in the second case; ∆f/∆p
shows a somewhat greater sensitivity at the larger values
of p, suggesting that some R-dependence does exist for
∆f .

IV.3. Fluctuations

Similar to the discussion for the stress ensemble in
Sec. III.1, in the stress – force-tile ensemble we can relate
the parameters α and λ to the fluctuations of stress ΓR
and force-tile area AR. For the ensemble of Eq. (38), and
with FR ≡ − lnZR, we have,(

∂FR
∂α

)
λ

= 〈ΓR〉,
(
∂FR
∂λ

)
α

= 〈AR〉, (41)
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FIG. 18. (color online) Comparison of parameters (a) ∆α/∆p,
(b) −∆λ/∆p and (c) −∆f/∆p obtained from fits of the his-
togram ratioR to the planar form of Eq. (40). Results labeled
“all R” (solid circles) are from fits where ∆α, ∆λ and ∆f are
taken the same for all cluster sizes R. Other results (open
symbols) are from fits specifically to the indicated cluster size
R alone, with ∆α, ∆λ and ∆f chosen independently for each
R. Results are plotted vs the pressure p = (p1 + p2)/2. Solid
lines are fits to a power-law, with the indicated power-law
being the result from the fit to the largest value of R.

and(
∂2FR
∂α2

)
λ

=

(
∂〈ΓR〉
∂α

)
λ

= −var(ΓR) (42)

(
∂2FR
∂λ2

)
α

=

(
∂〈AR〉
∂λ

)
α

= −var(AR) (43)

(
∂2FR
∂α∂λ

)
=

(
∂〈ΓR〉
∂λ

)
α

=

(
∂〈AR〉
∂α

)
λ

= −cov(ΓR, AR),

(44)

where cov(ΓR, AR) = 〈ΓRAR〉 − 〈ΓR〉〈AR〉 is the covari-
ance.
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Defining the covariance matrix

C ≡
[

var(ΓR) cov(ΓR, AR)
cov(ΓR, AR) var(AR)

]
, (45)

the changes in the average cluster stress and average clus-
ter force-tile area in response to changes ∆α and ∆λ in
the parameters α and λ, are given by,[

〈∆ΓR〉
〈∆AR〉

]
= −C ·

[
∆α
∆λ

]
. (46)

Consider now our global system with periodic bound-
ary conditions. If we vary the total system pressure an
amount ∆p from p1 = ΓN1/V1 to p2 = ΓN2/V2, then
by Eq. (14) the average stress on the cluster will vary as
〈∆ΓR〉/(πR2) = 〈∆pR〉 = ∆p. By Eq. (37), the average
force-tile area of the cluster will vary as 〈∆AR〉/(πR2) =
〈∆aR〉 = 〈pR〉22− 〈pR〉21 = p2

2− p2
1 = (p1 + p2)∆p. Taking

the limit ∆p→ 0 and inverting Eq. (46) we then get,

[
dα/dp
dλ/dp

]
= −πR2C−1 ·

[
1
2p

]
(47)

where C−1 is the inverse of the covariance matrix. Thus
the use of a global system with periodic boundary con-
ditions, which by Eq. (37) restricts the average cluster
behavior to lie on the specific curve 〈aR〉 = 〈pR〉2 in
(pR, aR) space, similarly requires that α and λ for the
periodic system can not be chosen as independent param-
eters, but must be related to each other parametrically
via the global pressure p so as to satisfy Eq. (47). Or to
put it another way, the use of a global system with pe-
riodic boundary conditions restricts the Boltzmann dis-
tribution of Eq. (38) to parameters that lie on a specific
parametric curve (α(p), λ(p)) in the more general (α, λ)
space.

Numerically computing the covariance matrix as in
Ref. [16], in Fig. 19 we plot the dα/dp and dλ/dp pre-
dicted by Eq. (47) vs the system pressure p, for several
different cluster radii R. For comparison, on the same
plot we also show ∆α/∆p and ∆λ/∆p as obtained from
our planar fit to the histogram ratio R, assuming con-
stant fit parameters for all cluster sizes R (as shown pre-
viously in Fig. 18). We see good qualitative agreement,
but quantitatively, the results from the histogram ratio
are somewhat smaller than from the covariance matrix;
∆α/∆p ranges from roughly 80% to 75% of dα/dp, as
pressure p increases, while ∆λ/∆p ranges from roughly
99% to 80% of dλ/dp as p increases. Given the very good
degree to which our data for the histogram ratio R is de-
scribed by the flat plane of Eq. (40), it is not clear why
the agreement is not better. We may speculate that addi-
tional macroscopic variables besides ΓR and AR might be
needed for a more complete description of the ensemble
[16, 25, 26].
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FIG. 19. (color online) (a) Comparison of ∆α/∆p from the
fit of the histogram ratio R to Eq. (40) with dα/dp predicted
by the covariance matrix C in Eq. (47); ∆α/∆p is computed
assuming constant fit parameters for all cluster sizes R, while
dα/dp is computed for the specific cluster sizes R indicated.
(b) Similar comparison of ∆λ/∆p from the histogram ratio
to dλ/dp from the covariance matrix. Results are plotted vs
total system pressure p.

IV.4. Gaussian approximation

As we did in Sec. III.3 for the distribution P(ΓR|p̃),
we can consider a Gaussian approximation to our joint
distribution P(ΓR, AR|p̃). Defining the two dimensional
vector of observables XR ≡ (ΓR, AR), we have,

P(ΓR, AR|p̃) =
1

2π
√

det[C]
e−

1
2δXR·C−1·δXR , (48)

where C is the covariance matrix of Eq. (45), and δXR ≡
XR−〈XR〉 is the fluctuation of the observables from their
average.

The histogram ratio R in this Gaussian approximation
is then given by,

R ≡ 1

πR2
ln [P1/P2]

=
1

2πR2

[
ln
(
det[C2]/det[C1]

)
(49)

+ δXR2 · C−1
2 · δXR2 − δXR1 · C−1

1 · δXR1

]
.

The quadratic forms in the above expression result in a
parabolic surface rather than the flat plane expected for
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the Boltzmann distribution of Eq. (38). To compare this
surface against our numerical results, in Fig. 20 we show
our data for R, together with the surface predicted by
Eq. (49), for (a) a cluster of radius R = 4.2 at our small-
est p̃ = 0.00078, and (b) a cluster of radius R = 2.8 at
our largest p̃ = 0.00215. In both cases we see that the
surface of the Gaussian approximation shows a clear cur-
vature away from the R computed numerically from our
overlapping histograms. Unlike our results in Sec. III.3,
where the curvature of the Gaussian approximation gave
a better description of the histogram ratio R than did
the straight line of the stress ensemble, here the Gaus-
sian approximation is yielding a curvature that is absent
from the data. The Boltzmann distribution of Eq. (38)
is therefore clearly a better description of our data than
the Gaussian approximation of Eq. (48).
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FIG. 20. (color online) Log histogram ratio R at neighboring
values of the total system stress per particle p̃1 and p̃2, vs
pR = ΓR/(πR

2) and aR = AR/(πR
2). Results are shown for

(a) p̃1 = 0.00078, cluster radius R = 4.2 and (b) p̃1 = 0.00215,
cluster radius R = 2.8. Red points with error bars are our
data for the numerically computed R, while the curved sur-
faces shown are the predictions of the Gaussian approximation
of Eq. (49).

IV.5. Relation to previous work

The ideal that the Maxwell-Cremona force-tile area
should play an important role in determining the stress
distribution in two dimensional jammed packings was
first put forward by Tighe and co-workers [7–9]. They,
however, considered an idealized model known as the
force-network ensemble (FNE) [27–29] rather than the
more realistic spatially disordered packings considered
here. The FNE is defined by noting that a mechani-

cally stable packing above the jamming transition has an
average particle contact number 〈z〉 that is larger than
the isostatic value ziso [1, 2]. For a fixed set of particle
positions, when 〈z〉 > ziso, the constraint of force bal-
ance on each particle under-determines the set of contact
forces, and so there are many possible contact force con-
figurations that can lead to a mechanically stable state,
consistent with a given global stress tensor. In the FNE
one assumes that all such mechanically stable contact
force configurations are equally likely, and posits that it
is such contact force fluctuations, decoupled from fluctua-
tions in the particle positions, that is the primary factor
determining the distribution of stresses in the jammed
packing. The FNE thus considers only such contact force
fluctuations for a given fixed set of particle positions. Un-
like the jammed packings considered in the present work,
the FNE possesses no fluctuations in particle density nor
system volume.

In most of their computations for frictionless particles,
Tighe and co-workers [7–9] employed an FNE where the
particles are constrained to sit at the sites of a regular tri-
angular lattice, with forces acting between particles that
share nearest neighbor bonds of the lattice. In such a
network each particle has a contact number z = 6, well
above the isostatic value ziso = 4 that characterizes the
jamming transition for frictionless circular disks in two
dimensions [1, 2] (the configurations in the present work
have 〈z〉 ranging from 4.15 to 4.25 as p̃ increases). In
their original work [7] Tighe et al. focused on the dis-
tribution of the pressure on an individual single particle.
Expecting such a single particle property to obey a maxi-
mum entropy distribution is in effect making an ideal-gas-
like assumption, where correlations between neighboring
particles are ignored [9]. While they argue that this is
reasonable for their triangular FNE, it is likely to be too
simplistic for our disordered jammed packings, where the
length scales measured in Fig. 7d suggest that correla-
tions may extend over at least a few particle diameters
for the range of stress considered here.

In Ref. [8], however, Tighe and Vlugt consider the dis-
tribution of total stress within a canonical ensemble on
finite triangular clusters of N particles with non-periodic
boundaries, computing the stress parameter α and the
force-tile parameter λ (this is denoted as “γ” in their
work) as a function of cluster size N . They use a sim-
ilar range of N as the 〈NR〉 we consider here. Several
clear differences exist between their results on finite clus-
ters for the triangular FNE and our results for spatially
disordered packings. They find that α and λ are both
positive. In our work, where we can only compute the
discrete derivatives with respect to global pressure, we
find (see Fig. 18) ∆α/∆p ∼ p−1.8 and ∆λ/∆p ∼ −p−3.
Integrating, and assuming that α, λ → 0 as p → ∞, we
conclude that λ(p) > 0, but α(p) < 0. Furthermore, they
found numerically that both α and λ vary significantly
with the cluster size, and that λ vanishes as the cluster
size increases. We, however, find that both α and λ ap-
proach non-zero constants as the cluster size R increases.
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Tighe and Vlugt [8] argue that λ → 0 as the cluster
grows large because then fluctuations in the cluster force-
tile area AC decay to zero, and hence AC and ΓC should
no longer be regarded as independent observables that
need to be independently constrained with separate La-
grange multipliers. However, as we explain below, this
argument does not appear to hold for our disordered soft
disk packings. Consider first the extreme limit where the
cluster force-tile area is completely slaved to the cluster
stress, i.e. AR = Γ2

R/(πR
2) holds for each cluster config-

uration. To lowest order in the fluctuations we then have
δAR ≡ AR − 〈AR〉 = 2〈ΓR〉δΓR/(πR2) = 2pδΓR. The
covariance matrix of Eq. (45) then becomes,

C = var(ΓR)C̃, C̃ ≡
[

1 2p
2p 4p2

]
. (50)

C̃ has eigenvalues ρ1 = 0 and ρ2 = 1 + 4p2. The eigen-
vector for ρ2 in the two dimensional space of (ΓR, AR)
lies tangential to the curve AR = Γ2

R/(πR
2), while the

eigenvector for ρ1 lies orthogonal to the curve. Eq. (46)
then yields the constraint,

dα

dp
+ 2p

dλ

dp
= − πR2

var(ΓR)
. (51)

This result may also be obtained by taking the derivative
with respect to pressure of Eq. (5) in Tighe and Vlugt
[8]. This constraint is well satisfied for our clusters, as we
show in Fig. 21a by plotting both the left hand and right
hand sides of Eq. (51) vs pressure p. For our smallest
cluster size with R = 2.8, the two quantities are fairly
close, but for our biggest cluster size R = 8.2 they are
essentially equal.

However the constraint of Eq. (51) is not sufficient to
uniquely determine α and λ. Because ρ1 = 0, α and λ
possess a degree of freedom such that we are free to shift
to a new α′ = α+g(p) and λ′ = λ+h(p) for any functions
g and h that satisfy dg/dp = −2pdh/dp. One may use
this freedom to choose dα/dp = −πR2/var(ΓR) and λ =
0, which is just the stress ensemble result of Eq. (19), or
one can choose dλ/dp = −πR2/[2p var(ΓR)] and α = 0.
Indeed, Tighe and Vlugt [8] explicitly show that, for a
periodic FNE (where AN is slaved to ΓN as in Eq. (34)) in
the canonical ensemble, either of these choices gives the
same single particle pressure distribution if the system
size N is sufficiently large.

We may note that the constraint of Eq. (51) is the
same as was found in Sec. III.2, if we take α and λ
as the parameters describing the distribution P(ΓR|p̃)
via Eq. (22). In that case, we defined ᾱ in Eq. (23)
such that in effect, dᾱ/dp ≡ dα/dp + 2pdλ/dp, and we
found in Fig. 5 excellent agreement between this and
−πR2/var(ΓR), just as found now in Fig. 21a from the
distribution P(ΓR, AR|p̃). One can show that the con-
straint of Eq. (51) just ensures that the location and
width of the peak in the stress distribution P(ΓR|p̃) be-
haves correctly in a Gaussian approximation (which be-
comes more exact as R increases), when the Boltzmann
factor is a quadratic form as in Eq. (33).

For a finite cluster with non-periodic boundaries, how-
ever, fluctuations in AC away from the average value at
fixed ΓR may be small, but they are finite. Consequently
ρ1 > 0 is small but finite, the covariance matrix C is in-
vertible, the above freedom to vary α and λ is broken,
and a unique α(p) and λ(p) result. Where these unique
α(p) and λ(p) lie in the space of possibilities allowed by
Eq. (51) is determined in detail by such finite size effects.

To investigate this for the case of our soft disk pack-
ings, we explicitly compute the two eigenvalues ρ1 and
ρ2 of the scaled covariance matrix C̃ ≡ C/var(ΓR) as a
function of cluster radius R and total system pressure
p. In Fig. 21b we plot ρ1/p

2 vs R. The data for dif-
ferent p collapse to a common curve that is very well fit
by the form (c1/R)(1 − c2/R), and thus ρ1 appears to
vanish as R gets large. We find c1 = 0.93 ± 0.01 and
c2 = 0.58± 0.04, where the errors here and in the follow-
ing paragraph represent the variation in fit parameters
found as p varies.

Next we consider ρ2. Anticipating that ρ2 should ap-
proach 1+4p2 at large R, we plot in Fig. 21c (ρ2−1)/4p2

vs R. Again we find a fairly good collapse of the data for
different p to a common curve that is well fit by c0(1 −
c1/R+ c2/R

2), with c0 = 0.999± 0.001, c1 = 0.60± 0.05,
and c2 = 0.20± 0.07. Thus ρ2 indeed approaches 1 + 4p2

as R increases. Finally, we consider the orientation of the
eigenvector ê2 for ρ2 (the eigenvector ê1 for ρ1 is necessar-
ily orthogonal to this). Defining θ as the angle between
ê2 and the tangent to the curve 〈AR〉 = 〈ΓR〉2/(πR2),
in Fig. 21d we plot θ/p vs R. Again we find a good
collapse of the data for different p to a common curve
that is well fit by the form (c1/R)(1 − c2/R), showing
that ê2 aligns parallel to the tangent to the curve as R
gets large; we find c1 = 0.62± 0.02 and c2 = 0.20± 0.02.
Thus fluctuations in the direction orthogonal to the curve
〈AR〉 = 〈ΓR〉2/(πR2) vanish a factor of 1/R faster with
increasing R than do the fluctuations in the tangential
direction.

We can now use the results of Fig. 21 to write dα/dp
and dλ/dp in terms of the eigenvalues and eigenvectors

of the scaled covariance matrix C̃ of Eq. (50). Projecting

the vector (1, 2p) onto the eigenvectors ê1 and ê2 of C̃
and applying Eq. (47) we have,

dα

dp
= − πR2

var(ΓR)

[
ρ−1

1

(
sin2 θ − 2p cos θ sin θ

)
+ρ−1

2

(
cos2 θ + 2p cos θ sin θ

)]
(52)

dλ

dp
= − πR2

var(ΓR)

[
ρ−1

1

(
2p sin2 θ + cos θ sin θ

)
+ρ−1

2

(
2p cos2 θ − cos θ sin θ

)]
. (53)

To leading order, our results in Fig. 21 give ρ1 ∼ p2/R,
ρ2 ∼ 1, and θ ∼ p/R. Inserting these into the above, we
find that as R increases, both dα/dp and dλ/dp approach
non-zero constants, with 1/R corrections that vanish as
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FIG. 21. (color online) (a) Comparison of dα/dp + 2pdλ/dp
with −πR2/var(ΓR) vs pressure p, so as to check the con-
straint of Eq. (51). Results are shown for our smallest cluster
size, R = 2.8 and our largest cluster, R = 8.2. (b) and (c)

Eigenvalues ρ1 and ρ2 of the scaled covariance matrix C̃ of
Eq. (50). Results for different p collapse to a common curve
when plotted as ρ1/p

2 and (ρ2 − 1)/4p2 vs cluster radius R.
(d) Angle θ between the eigenvector ê2 corresponding to the
non-vanishing eigenvalue ρ2, and the tangent to the curve
〈AR〉 = 〈ΓR〉2/(πR2), as illustrated in the inset. Data for dif-
ferent p collapse to a common curve when plotted as θ/p vs R.
Solid lines in (b) and (d) are fits to the form (c1/R)(1−c2/R),
while those in (c) are fits to the form c0(1 + c1/R+ c2/R

2).

R gets large. For dα/dp, the contribution from the pro-
jection onto ê1 is negative while the contribution from
the projection onto ê2 is positive, and both are ∼ O(1)
in magnitude. Although the projection onto ê1 becomes
vanishingly small as R gets large (i.e. θ → 0), the pref-
actor ρ−1

1 is diverging so that the contribution from this
term remains finite. Thus dα/dp is determined by a bal-
ance between the two terms. For dλ/dp the contribution
from the projection onto ê1 becomes O(1/p) as R gets
large, while the contribution from the projection onto ê2

becomes O(p). Hence it is the projection onto ê1 that
dominates dλ/dp for small p approaching the jamming
transition. Thus, although the fluctuations in direction
ê1 are decaying more rapidly as a function of cluster size
R than are the fluctuations in the direction ê2, neverthe-
less the fluctuations along ê1 continue to give significant,
non-vanishing, contributions to both dα/dp and dλ/dp
even as the cluster size gets large. This conclusion is
contrary to the qualitative argument of Tighe and Vlugt.

The analysis of Tighe and Vlugt for the triangular FNE
proceeds differently from our own approach here. Rather
than analyze the stress distribution on a finite cluster
embedded within a larger microcanonical (i.e. fixed ΓN )

system as we do, they consider a finite cluster on its own
within a canonical ensemble, and determine α and λ so as
to get the desired 〈Γ〉 and 〈A〉 for the cluster. It is possi-
ble that the differences they observe, as compared to our
own work, might be a consequence of the differing en-
sembles used; equivalence of ensembles is only expected
in the thermodynamic limit. Or it may be that fluctua-
tions in the FNE are sufficiently different from soft disk
packings so as to yield a different balance between the
contributions from ê1 vs ê2, and so select qualitatively
different values for α and λ from among the family of
choices allowed by Eq. (51).

We note, in this regard, that the behavior of var(Γ)
appears to be different in the two models. In Ref. [9],
Tighe and Vlugt show that, for a cluster of N parti-
cles in the canonical FNE, var(Γ) = 2〈Γ〉2/(∆zN). Here
∆z = 〈z〉−ziso, which for the harmonic soft-core interac-
tion used here is believed to scale with system pressure
as ∆z ∼ p1/2 [18, 30]. Taking 〈Γ〉 = pV , we get for
the FNE, var(Γ)/V ∼ p3/2. In contrast, for clusters of
radius R embedded in our soft disk packings, we have
previously found from numerical simulations [16] that
var(ΓR)/(πR2) ∼ p1.9, for the range of pressure and clus-
ter sizes considered here; it is of course possible that the
power-law 1.9 is only an effective value that could change
if we probed closer to the jamming transition. To clarify
the difference between the FNE and soft disk packings,
it would be interesting to compute the covariance matrix
of stress and force-tile area for the FNE and do a similar
analysis as in Fig. 21, however such a computation lies
outside the scope of the present work.

Finally, it is interesting to note that if we define our
clusters by a fixed number of particles M , rather than a
fixed radius R [16], then we find that both eigenvalues
ρ1 and ρ2 go to finite non-zero constants as M increases,
hence fluctuations remain comparable in all directions in
the (ΓM , AM ) plane. Our results are shown in Fig. 22.
However, we find that dα/dp and dλ/dp, as computed
from the covariance matrix for such fixed M clusters,
behave qualitatively the same as found for the fixed R
clusters; although we find a somewhat stronger depen-
dence on the cluster size M than we do for clusters of
fixed radius R, both dα/dp and dλ/dp approach limit-
ing non-zero values as M increases and display similar
power-law behaviors with pressure p as found in Fig. 19
for the clusters of fixed R.

IV.6. Relation to the stress ensemble

Our analysis of the histogram ratio R of the joint
distribution P(ΓR, AR|p̃) thus clearly suggests that
P(ΓR, AR|p̃) has the form of Eq. (38), with a Boltz-
mann factor exp[−αΓR − λAR]. In this section we ex-
plore how this form may give rise to the marginalized
distribution P(ΓR|p̃) =

∫
dARP(ΓR, AR|p̃), which was

found in Sec. III to have the quadratic Boltzmann fac-
tor of Eq. (33), exp[−αΓR − λΓ2

R/(πR
2)]. We consider
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FIG. 22. (color online) (a) and (b) Eigenvalues ρ1 and ρ2 of

the scaled covariance matrix C̃ of Eq. (50) for clusters defined
by a fixed number of particles M plotted as ρ1/p

2 and (ρ2 −
1)/4p2 vs pressure p. Unlike the case for clusters defined by
a fixed radius R, and shown in Fig. 21, here we find that
both eigenvalues approach finite, non-zero, constants as M
increases.

how the parameters α and λ of Eq. (33) for P(ΓR|p̃) may
be related to the parameters α and λ of Eq. (38) for
P(ΓR, AR|p̃). For clarity, in this section we will denote
the former parameters as bold-faced α and λ.

We follow the approach of Tighe and Vlugt [8, 9]. We
can write for the number of states,

ΩR(ΓR, AR) = ΩR(ΓR)ΨR(AR|ΓR) (54)

where ΨR(AR|ΓR) is the fraction of possible states
with force-tile area AR, when the cluster stress is con-
strained to the value ΓR. Note,

∫
dARΨR(AR|ΓR) =

1 and so ΩR(ΓR) =
∫
dARΩR(ΓR, AR). By assump-

tion, ΩR(ΓR, AR), and hence ΩR(ΓR) and ΨR(AR|ΓR)
are independent of the total system stress per parti-
cle p̃ = ΓN/N . Note, the conditional density of states
ΨR(AR|ΓR) is not in general the same as the conditional
probability for the cluster to have AR given the cluster
stress is ΓR; the conditional probability P(AR|ΓR; p̃) ≡
P(ΓR, AR|p̃)/P(ΓR|p̃) is given by,

P(AR|ΓR; p̃) =
ΨR(AR|ΓR)e−λ(p̃)AR∫
dARΨR(AR|ΓR)e−λ(p̃)AR

, (55)

and does depend on the total system stress p̃. Only
when λ → 0, i.e. p̃ → ∞, do we have P(AR|ΓR; p̃) =
ΨR(AR|ΓR).

We can now express the marginal distribution P(ΓR|p̃)
by integrating the joint distribution over the force-tile
area AR,

P(ΓR|p̃) ≡
∫
dARP(ΓR, AR|p̃)

=
ΩR(ΓR)e−α(p̃)ΓR

ZR(p̃)

∫
dARΨR(AR|ΓR)e−λ(p̃)AR .

(56)

Tighe and Vlugt then argue [8, 9] that ΨR(AR|ΓR)
should be sharply peaked about its average. Defining

the average,

〈AR(ΓR)〉 ≡
∫
dARΨR(AR|ΓR)AR, (57)

we would then expect,

P(ΓR|p̃) ≈
ΩR(ΓR)

ZR
e−α(p̃)ΓR−λ(p̃)〈AR(ΓR)〉. (58)

To proceed, we now need an expression for 〈AR(ΓR)〉.
We do not have direct access to ΨR(AR|ΓR), but we
can numerically measure the conditional probability
P(AR|ΓR; p̃) and hence compute the conditional average,

〈AR|ΓR; p̃〉 ≡
∫
dARP(AR|ΓR; p̃)AR. (59)

By Eq. (55), the desired 〈AR(pR)〉 is just the large p̃ (i.e.
λ→ 0) limit of 〈AR|ΓR; p̃〉.

In Fig. 23 we plot the intensive version of this condi-
tional average, 〈aR|pR; p̃〉 = 〈AR|ΓR; p̃〉/(πR2) vs pR =
ΓR/(πR

2), for several different values of the global stress
per particle p̃ = ΓN/N . In panel a we show results for
clusters of radius R = 3.4, while in panel b we show
results for R = 8.2. In both panels the dashed line is
the curve aR = p2

R, as would be expected if fluctuations
away from the average in both aR and pR were negligible
(see Eq. (37)). We see that the data is approaching this
dashed line as either p̃ or R increases.
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FIG. 23. (color online) Intensive conditional average force-tile
area 〈aR|pR; p̃〉 for clusters of radius R, vs the cluster pressure
pR = ΓR/(πR

2), for different values of the total system stress
per particle p̃ = ΓN/N ; aR = AR/(πR

2). Results are shown
for clusters of size (a) R = 3.4 and (b) R = 8.2. Solid lines
are fits to c1pR + c2p

2
R. Dashed lines are aR = p2R.

To determine the limiting behavior, we fit our data to
a quadratic form,

〈aR|pR; p̃〉 = c1pR + c2p
2
R, (60)

which gives the solid lines in Fig. 23. If we denote the
large p̃ (i.e. λ → 0) limits of c1 and c2 by c1∞ and c2∞,
we then have,

〈AR(ΓR)〉 = c1∞ΓR + c2∞Γ2
R/(πR

2). (61)
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Substituting into Eq. (58) then yields the quadratic
Boltzmann factor for the distribution P(ΓR|p̃) ∝
exp[−αΓR − λΓ2

R/(πR
2)], with,

α(p̃) = α(p̃) + c1∞λ(p̃), λ(p̃) = c2∞λ(p̃), (62)

or equivalently, comparing parameter differences at p̃1

and p̃2 = p̃1 + ∆p̃,

∆α = ∆α+ c1∞∆λ, ∆λ = c2∞∆λ. (63)

In Fig. 24a,b we plot the resulting values of c1 and c2 as
a function of cluster radius R, for several different values
of the total stress per particle p̃. The solid lines in panel a
are fits to the form c1 = (u1/R)(1+u2/R), while the solid
lines in panel b are fits to the form c2 = 1+v1/R+v2/R

2;
these fits are excellent. We thus conclude that, as the
cluster size R → ∞, then c1 → 0 and c2 → 1 for any
p̃, and so c1∞ = 0 and c2∞ = 1. In this limit, we have
∆α = ∆α and ∆λ = ∆λ.

For a cluster of finite radius R, however, the situation
is less clear. In Fig. 24c,d we plot c1 and c2 vs p̃ for
several different cluster sizes R. We see from panel d
that c2 approaches a constant value as p̃ increases, as
can also be seen in panel b. However panel c shows that,
for all R, c1 continues to increase as p̃ increases, for the
entire range of p̃ we consider; solid lines in panel c are
fits to a quadratic form. Thus, at finite R, the limiting
p̃ → ∞ value of c1, i.e. c1∞, is unclear. However, from
Fig. 18 we have ∆α > 0 while ∆λ < 0. Since c1∞ > 0,
hence from Eq. (63) we expect ∆α < ∆α.

In Fig. 25 we explicitly compare our results for (i)
∆α and ∆λ obtained from the log histogram ratio of
P(ΓR|p̃), with (ii) ∆α and ∆λ obtained from the log his-
togram ratio of P(ΓR, AR|p̃). For (i), we replot our re-
sults for ∆α/∆p and −∆λ/∆p vs pressure p, for the
cases R → ∞ and R = 8.2 as previously shown in
Figs. 7a,b. For (ii), we replot our results for ∆α/∆p
and −∆λ/∆p vs p, for the case where we fit to all sizes
R simultaneously, and for the specific case R = 8.2 as
previously shown in Figs. 18a,b; as noted earlier, for (ii)
there is essentially no dependence observed on the cluster
size R.

For R→∞, the arguments above give c1∞ = 0, c2∞ =
1, and so by Eq. (63) we expect (i) and (ii) to be equal.
For finite R = 8.2, we have c2∞ . 1, c1∞ > 0, and
so we expect ∆α/∆p < ∆α/∆p as well as −∆λ/∆p <
−∆λ/∆p. However in Fig. 25 we see that the reverse
is true. In panel b we see that −∆λ/∆p and −∆λ/∆p
are close in value and both scale roughly as p−3; but
−∆λ/∆p is smaller than −∆λ/∆p, with the difference
being about 20% of −∆λ/∆p for the case R = 8.2. In
panel a we see that the difference between ∆α/∆p and
∆α/∆p is more substantial; the power-law dependence
on p is close, but slightly different, and ∆α/∆p is about
half the value of ∆α/∆p for the case R = 8.2.

We are not certain of the reason for the lack of agree-
ment between (i) and (ii) observed in Fig. 25. One pos-
sible concern is the validity of the approximation going
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FIG. 24. (color online) (a) and (b): Parameters c1 and c2
of Eq. (60), giving the dependence of the conditional force-
tile area aR on cluster pressure pR, vs cluster radius R, for
different values of the total system stress per particle p̃. Solid
lines in (a) are fits to c1 = (u1/R)(1+u2/R); in (b) solid lines
are fits to c2 = 1 + v1/R + v2/R

2. (c) and (d): Parameters
c1 and c2 vs p̃, for different values of R. Solid lines in (c) are
fits to a quadratic form.

from Eq. (56) to Eq. (58). To try to test this, we con-
struct the conditional density of states ΨR(AR|ΓR) from
the conditional probability P(AR|ΓR; p̃) using,

ΨR(AR|ΓR) = Ceλ(p̃)ARP(AR|ΓR; p̃), (64)

where the constant C is chosen to normalize∫
dARΨR(AR|ΓR) = 1.
To evaluate Eq. (64) we need the value of λ(p̃), whereas

our histogram ratio method only directly gives ∆λ =
λ(p̃2) − λ(p̃1). To obtain λ(p̃) we fit our results for
∆λ/∆p̃ to a power-law, and then integrate the power-
law assuming λ → 0 as p̃ → ∞. This approach has a
measure of uncertainty since we cannot be sure our fit-
ted power-law is a valid expression for all p̃ above the
largest p̃ we have simulated. In Fig. 26 we plot the re-
sulting ΨR(AR|ΓR) vs AR for the specific case of our
largest cluster size R = 8.2. In panel a we show results
for our smallest p̃ = 0.00078, and in panel b we show
results for our largest p̃ = 0.00225. For each p̃ we show
results for three different values of ΓR, roughly equal to
〈ΓR〉, 〈ΓR〉 ± [var(ΓR)]1/2. The solid vertical lines in-
dicate the values of 〈AR(ΓR)〉, obtained by numerically
integrating ΨR(AR|ΓR)AR. The dashed vertical lines in-
dicate the values of 〈AR|ΓR; p̃〉, obtained by numerically
integrating P(AR|ΓR; p̃)AR. We see that these averages
do not in general lie at a sharp peak of ΨR(AR|ΓR). It
thus may be that the approximation above, going from
Eq. (56) to (58), gives the qualitative explanation for the
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FIG. 25. (color online) Comparison of results for (i) ∆α/∆p
and ∆λ/∆p obtained from the log histogram ratio of P(ΓR|p̃),
with (ii) ∆α/∆p and ∆λ/∆p obtained from the log histogram
ratio of P(ΓR, AR|p̃). For (i), we show results for cluster sizes
R → ∞ and R = 8.2, as previously shown in Figs. 7a,b. For
(ii), we show results for the case where we fit to all sizes R si-
multaneously, and for the specific case R = 8.2, as previously
shown in Figs. 18a,b.

quadratic Γ2
R term in the Boltzmann factor of Eq. (33)

for P(ΓR|p̃), but is not sufficiently accurate to allow a
quantitative determination of ∆α and ∆λ from ∆α and
∆λ. To our knowledge, a similar direct comparison of
the joint distribution P(ΓR, AR|p̃) to the marginal dis-
tribution P(ΓR|p̃) has not been made for the FNE.

V. SUMMARY

We have used numerical simulations to study the distri-
bution of stresses on compact finite sub-clusters of parti-
cles embedded within an athermal, two dimensional, me-
chanically stable packing of soft-core frictionless disks,
at fixed isotropic total stress above the jamming transi-
tion. Our clusters are defined as the set of particles whose
centers lie within a randomly placed circle of radius R.
We have investigated whether this stress distribution is
consistent with a maximum entropy hypothesis, such as
commonly applies to thermodynamic systems in equilib-
rium.

We have tested in detail the stress ensemble formalism
of Henkes et al. [4, 5] in which, for isotropic systems, the
trace of the extensive stress tensor, ΓR, is the key pa-
rameter. Since ΓR is a conserved quantity, additive over
disjoint subsystems, the stress ensemble predicts that
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FIG. 26. (color online) Conditional density of states
ΨR(AR|ΓR) vs force-tile area AR, for clusters of radius
R = 8.2. Results are shown for total system stress per
particle (a) p̃ = 0.00078 and (b) p̃ = 0.00225. In each
panel results are shown for three different values of the clus-
ter stress, ΓR1 = 〈ΓR〉 − [var(ΓR)]1/2, ΓR2 = 〈ΓR〉, and

ΓR3 = 〈ΓR〉+[var(ΓR)]1/2, where the average and variance of
ΓR is computed at the corresponding value of p̃. Solid vertical
lines locate the average 〈AR(ΓR)〉 ≡

∫
dARΨR(AR|ΓR)AR,

while dashed vertical lines locate the conditional average
〈AR|ΓR; p̃〉 =

∫
dARP(AR|ΓR; p̃)AR.

the cluster stress distribution P(ΓR) involves a Boltz-
mann factor, exp[−αΓR], with α an inverse temperature-
like quantity fixed by the parameters of the global sys-
tem in which the cluster is embedded. We have found
that our measured stress distribution is not consistent
with this prediction, but that rather P(ΓR) involves a
Boltzmann factor which includes a quadratic term in the
stress, exp[−αΓR − λΓ2

R/(πR
2)]. We have shown that

this quadratic Boltzmann factor is a better explanation
of our data than a simple Gaussian approximation, and
we have presented arguments as to why previous work
[4, 5] failed to detect this quadratic term.

We have then tested ideas due to Tighe and co-workers
[7–9] that a correct statistical description of the stress
distribution must take into account a second extensive
conserved quantity, the Maxwell-Cremona force-tile area
AR. Measuring the joint distribution P(ΓR, AR), we find
that it is indeed well described by a Boltzmann factor,
exp[−αΓR−λAR], as predicted by the maximum entropy
hypothesis. For our total system of N particles with
periodic boundary conditions, the average global force-
tile area AN is a deterministic function of the global
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stress ΓN . This implies that the parameters α and λ
cannot be chosen independently of each other, but are re-
lated to each other parametrically via the global pressure
p = ΓN/V , or equivalently the total stress per particle
p̃ = ΓN/N . Using a histogram ratio method, we have
determined the discrete derivatives ∆α/∆p and ∆λ/∆p
for clusters of different size R at different values of the
stress per particle p̃, and find these quantities have neg-
ligible dependence on R for the cluster sizes we consider
here.

Tighe and co-workers tested [7–9] their ideas on a
highly idealized model of a jammed packing, the trian-
gular force-network ensemble. In this model particles sit
on the sites of a triangular lattice, and fluctuations in
the contact forces are decoupled from fluctuations in the
particle positions. Originally, their work [7] focused on
the pressure distribution on individual single particles in
large periodic systems. Later, Tighe and Vlugt [8] con-
sidered the distribution of stress in smaller non-periodic
clusters of particles, using a canonical ensemble. Several
differences appear to exist between our results for soft
disk packings and these earlier results for the FNE. We
find α < 0, whereas Tighe and co-workers find α > 0.
Further, Tighe and Vlugt [8] find that the parameters
α and λ vary significantly with the number of particles
N in their cluster, and that λ → 0 as N grows large.
We find that α and λ both approach finite values as the
clusters grow large.

It is unclear if these differences have to do with the

different ways in which the cluster ensemble is created,
or if the behavior of soft disk packings is just poorly
approximated by the FNE, and the two have different
structural properties. We note that consistency tests we
have carried out for the soft disk packings, such as (i) the
comparison of parameters obtained by the ratio method
vs obtained from fluctuations via the covariance matrix
as discussed in Sec. IV.3, and (ii) the comparison of pa-
rameters obtained from the distribution P(ΓR|p̃) vs those
obtained from the joint distribution P(ΓR, AR|p̃) as dis-
cussed in Sec. IV.6, have yet to be performed for the
FNE. If such tests were carried out on the FNE, it might
help to clarify the relation between the two models.

To conclude, we find that the distribution of stress in
finite clusters of frictionless granular particles embedded
in a two dimensional isotropic, mechanically stable, pack-
ing above jamming is well described by the maximum
entropy hypothesis, provided one identifies all relevant
conserved variables, in this case ΓR and AR.
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