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Collapse of DNA under Alternating Electric Fields
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Recent studies have shown that double-stranded DNA can collapse in presence of a strong elec-
tric field. Here we provide an in-depth study of the collapse of DNA under weak confinement in
microchannels as a function of buffer strength, driving frequency, applied electric field strength,
and molecule size. We find that the critical electric field at which DNA molecules collapse (10s
of kV/cm) is strongly dependent on driving frequency dependent (100 . . . 800 Hz) and molecular
size (20 . . . 160 kbp), and weakly dependent on the ionic strength (8 . . . 60 mM). We argue that
an apparent stretching at very high electric fields is an artifact of the finite frame time of video
microscopy.

PACS numbers: 87.14.gk, 36.20.Ey, 82.35.Lr, 82.35.Rs

I. INTRODUCTION

The mechanical response and dynamics of polyelec-
trolytes, and particular DNA, is strongly influenced by
electric charges and the fields that they create. It thus
comes as a surprise that the understanding of the re-
sponse to strong electric fields is still an active field of
research, with a particular interest in the mechanical re-
sponse to electric field. Initial single-molecule observa-
tions reported a stretching along the direction of the a.c.
electric field at a few MHz for tethered molecules.[1–3]
Simulations of short segments of free polyelectrolytes in
electric fields appeared to show the same effect.[4]
Two disparate lines of theory argued for extension of

DNA in electric fields, which are based on either the local
model of charges coordinated with the polymer backbone
(Oosawa-Manning condensed layer or Debye layer), or a
meanfield model that treated the polymer as a porous
sphere. The local model, which is probably applicable
for short DNA molecules, argues for a rod-like descrip-
tion of DNA. As the electric field polarizes the counteri-
ons that surround the charged rod molecule, a localized
torque is exerted.[5] The local orientation can be detected
as an anisotropic conductivity or dichroism of the poly-
electrolyte solution.[5, 6] However, how this local order
is coupled to a global configuration of a molecule more
than a few persistence lengths long in dilute solution is
not clear. The meanfield model, which can only be appli-
cable for very large molecules swollen by excluded volume
interactions, treats the macromolecule as a semiperme-
able (ion-selective) sphere with an average density.[7–11]
It is implicitly or explicitly assumed that the volume is
invariant. Based on these assumptions, and elongation of
the of the coil is predicted since an elongated particle has
a higher dipole moment (at equal polarization density).
The argument certainly is correct for lipid vesicles, where
the assumption of constant volume holds.[12]
However, the prediction of extension of polyelectrolytes

in an electric field does not appear to hold generally, as a
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number of recent papers have identified a collapse of DNA
and other polyelectrolytes in strong electric fields.[13–17]
Collapse can be brought about both by a.c. and d.c. elec-
tric fields. Furthermore, a series of prior observations is
consistent with the notion that polyelectrolytes should
collapse beyond a certain critical electric field strength.
For instance, the demonstration of strong aggregation in
a solution of small DNA molecules segregates into region
of high and very low DNA density suggests that large
molecules could also be compacted.[18] Similarly, the ag-
gregation of DNA in strong fields during electroporation
was noted.[19]
An understanding of the final state of the collapse

transition is emerging. It established that the collapsed
state is very dense, indeed dense enough to lead to self-
entanglement even of relatively short molecules.[15] The
transition is in general marked by hysteresis.[13] The col-
lapse process is gradual, and Wang and Zhu have argued
that the diffuse layer must be the leading cause of collapse
in poly(2-vinyl pyridine) (P2VP).[16] In comparison, the
study of DNA collapse is qualitatively different in that
the persistence length of DNA (∼ 50 nm) is considerably
larger than the Debye length (∼ 3 nm), and so ion trans-
port within one Kuhn segment is clearly differentiated
from transport between two such segments.
The driving force the of collapse process is still not fully

understood. In an earlier publication that centered on
the collapse of nanochannel-confined DNA in a.c. electric
fields,[14] we had proposed two possible models. One of
the models relied entirely on the motion of ions along
the DNA backbone,[20] while the other argues that free
ions undergo a concentration polarization in a fashion
that is similar to the aggregation process of small DNA
molecules.[18] We were not able to distinguish these two
clearly.
In the work presented here we conduct a survey of the

collapse process under mild confinement as a function
of buffer strength, driving frequency, molecule size, and
electric field strength. We find a collapse of DNA at crit-
ical fields in the range of a few tens of kV/cm, followed
by an extension that we attribute to the motion of the
molecule in the field of view, and which can be corrected
for by using an electrophoretic model. We find a weak
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dependence of the critical field for collapse on buffer con-
centration, and a strong dependence on the size of the
DNA coil. Higher frequencies lead to higher threshold
field strengths for collapse. We conduct a discussion that
considers the different length scales of polarization and
conclude that at least the initial contraction must carry
a contribution from free ions.

II. EXPERIMENTAL METHODS

We used linearized λ-DNA (48.5 kbp, New England Bi-
olabs) and linearized T4-DNA (∼166 kbp, Nippon Gene),
both stained using YOYO-1 (Life Sciences) at a ratio of 1
dye:10 base pairs. We took the fluorescence of YOYO-1
to be the mass density of DNA in our experiment. DNA
was dissolved in tris base-boric acid-EDTA (TBE) buffer
(pH 8.3) solution with concentrations of 0.25×, 0.5×, 1×
and 2×, as well as phosphate-buffered saline (1xPBS)
buffer (pH 7.9). 1% β-mercapto ethanol was added in all
cases. This leads to ionic strengths of 7.5mM, 15mM,
30mM, 60mM, and 154mM, respectively.
YOYO-1 increases the contour length of DNA on the

order of 20% for our staining ratio.[21] Günther and co-
workers report no significant modification of the persis-
tence length,[22] while others reported a reduction of the
persistence length (for instance reduction down to 20%
under severe overstaining [23]). We believe that the dye
will not modify the qualitative influence of the a.c. elec-
tric field.
We fabricated microfluidic fused silica devices by meth-

ods described elsewhere.[24] The active region of the de-
vice was 650nm×10µm×500µm. The depth of channel
is close to the depth of field of the microscope objective
we used (480nm), which is similar to the free radius of
gyration of λ-DNA (∼ 700nm). Platinum wires were in-
serted into on-chip reservoirs to provide the electric field.
Fluorescence microscopy was performed on an inverted

fluorescence microscope (Nikon, TE-2000) with an em-
CCD camera (Andor, iXon). A 100× oil immersion ob-
jective (NA 1.35) was used. Illumination was provided by
a 50 mW, 473 nm DPSS laser (Shanghai Dream Lasers)
that was controlled through a manufacturer-provided
gating input. The intensity of the laser was adjusted by
using a neutral density filter. The fluorescence was fil-
tered through a FITC-specific filter set (Semrock). Image
frames were taken using strobed illumination.[25] Speckle
patterns were blurred by a scanning mirror that is con-
focal with the back-focal plane of the microscope objec-
tive. The angle of incidence is scanned in a 10- or 20-fold
zigzag pattern during each frame. Illumination, expo-
sure, and scanning are synchronized through an in-house
field-programmable gate array (FPGA) solution.
The same FPGA solution, together with a voltage am-

plifier (Kepco BOP-1000M), also controls the electric
field that is applied to the microchannel through plat-
inum electrodes. The electric field was calculated from
the potential difference detected in a four-point probe

setup that had two electrodes in each reservoir. Small,
random offsets of amplifier and electrode asymmetry
are canceled by control based on proportional-integral-
differential (PID) feedback from the real-time image de-
tected by the camera.
For each DNA molecule, a 30- to 45-second video con-

taining several hundred frames was taken. Based upon
the individual frames of each video, the time evolution
of the radius of gyration, Rg, as well as a shape numeric
measure for the shape anisotropy were calculated. Both
values are based on the gyration tensor Smn. Smn is of
size 2×2 with m and n chosen from {x, y}. For an image
with the intensity matrix Iij , the Smn can be expressed
as

Smn =
1

∑

(i,j)∈A
Imn

∑

(i,j)∈A

Iijrm
(j)rn

(i) (1)

where r
(i)
m is the position of the ith pixel along the m-

coordinate in center of mass coordinate frame. Smn is a
symmetric positive definite matrix. Thus the sum of the
squares of the eigenvalues of S (λx and λy) is R

2
g.[26] The

shape isotropy can be quantified by
|λx

2−λy

2|
Rg

2 .

Both Rg and anisotropy were first averaged over all
frames of a video belonging to a single molecule, and the
weighted average over multiple molecules was formed for
each condition. We determine the error of the mean of
the variable x by [27]

σ =

√

√

√

√

1
∑

a na − 1

(

∑

a

(na − 1)σa +
∑

a

na(x̄a − x̄)2

)

(2)
where na is the number of data points within molecule
a, σa is the variance within molecule a, x̄a is the mean
for molecule a, and x̄ is the weighted average over all
molecules.

III. EXPERIMENTAL RESULTS

Each molecule was brought individually into the field
of view, and the electric field strength was varied while
observing the same molecule. Fig. 1 shows time-lapse mi-
crographs of the response of the molecule to the electric
field in 1× TBE. The field runs top to bottom in these
images, and oscillates at 300Hz. At low electric fields the
molecule had an asymmetric typical random-walk shape
and fluctuated (Fig. 1A).[28] As the electric field was
raised to a few tens of kV/m, the size of of the molecule
decreased while the apparent fluctuations were retained
(Fig. 1B at 24 kV/m). In particular, frames with very
compact molecule configurations occurred with increas-
ing frequency. At sufficiently high fields, only extremely
compact and round configurations were observed (Fig. 1C
at 66 kV/m). When the field was further increased, the
molecule appeared to elongate in the direction of the elec-
tric field (Fig. 1D at 122 kV/m).
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FIG. 1. Images of λ-DNA in alternating electric fields at 300Hz in 1x TBE. (A) 0 kV/m, (B) 24 kV/m, (C) 66 kV/m, (D) 122
kV/m. The scale bar is 5 microns.

The collapse was observed under all conditions that we
attempted. In particular, we tested devices with a depth
between 0.25 and 1.0 micrometer. Collapse was observed
both in the weakly dissociated TBE buffer as well as in
the strongly dissociated 1×PBS buffer. Finally, we inves-
tigated whether turbulent flows due to electroendosmosis
could be the source of the collapse. To that end we added
0.5% by weight of either polyvinylpyrrolidone (PVP, 350
kDa) or linear polyacrylamide (POP6, proprietary mix-
ture of ABI). The collapse was observed in both cases.

Thus we concluded that the applied field strength,
the field frequency, the ionic strength, the charge of the
molecule, and the molecule size were the most likely fac-
tors in the collapse. We have no meaningful approach
to independently influence the linear charge density of
DNA. The other parameters were varied over a practical
range.

We analyzed videos of this kind for λ-DNA in 0.25×,
0.5×, 1.0×, and 2.0× TBE at six a.c. frequencies be-
tween 100Hz and 800Hz and a field strength up to
150kV/m. Multiple DNA molecules were observed in-
dependently at the same condition, and clearly broken
molecules with a field-free Rg different than that com-
monly observed at the respective buffer concentration
were rejected. Molecules for which the feed-back sta-
bilization of the position in the field of view failed could
also not be utilized.

In Fig. 2 we present Rg and anisotropy for 2× TBE
and 300Hz for four molecules after averaging over all
frames for each individual molecule, but before averag-
ing over multiple molecules. Fig. 2A shows Rg, one of
which is apparently smaller than the others and may be
a sheared molecule. Rg for each molecule undergoes a
collapse when the electric field strength increased from
0kV/m to about 130kV/m. Beyond that point, the ra-
dius of gyration appeared to increase in an almost linear
fashion.

In Fig. 2B we show that the anisotropy gradually de-
creased as Rg approached its minimum. Beyond the min-
imum in Rg, the anisotropy strongly increased. We also
tracked the mean orientation of the molecule under col-
lapse which is given by the eigenvector belonging to the
largest eigenvalue of Smn (not shown), but did not find
an alignment of the molecule as it approached the point
of maximum collapse. After the point of highest collapse,
the orientation was along the electric field direction.

Fig. 3A-D shows the experimentally observed Rg for
all salt strengths and driving frequencies for λ-DNA in
TBE. The collapse was observed under all buffer condi-
tions used. We also systematically found that the col-
lapse appears to be strongly dependent on the excitation
frequency. In particular, the point of maximum contrac-
tion and the amount of contraction appeared to shift.
Additionally, the slope of the linear part of the curve at
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FIG. 2. (A) Radius of gyration changes with electric
field strength in 2×TBE and 300Hz electric field. Each
black square at constant electric field strength represents a
molecule. (B) Anisotropy as function of strength in 2×TBE
and 300Hz electric field. Each black triangle at constant elec-
tric field strength represents a molecule.

high field appears to be dependent on the driving fre-
quency.
This linear rise could either be due to a real stretch-

ing, as traditionally assumed, or it could be due to a
sinusoidal center of mass motion of the molecule because
the time per frame covers multiple a.c. periods. For real
stretching of the molecule we would expect a saturation
of Rg at L/

√
24, where L is the fixed contour length.

We would also expect a symmetric brightness distribu-
tion along the axis of molecule elongation. Since neither
is generally observed, we conclude that a center of mass
motion is the cause.
If the time per frame is an integer multiple of the

oscillation period and we assume that the DNA is de-
scribed by the motion of a fully collapsed point particle,
we anticipate that the intensity I(x) along the axis of the

channel has the form I(x) ∝
(

(∆x/2)2 − x2
)−1/2

with
x ∈ [−∆x/2,∆x/2]. For a fixed mobility ∆x ∝ µE/f ,
where µ is the salt-dependent mobility. A 2-dimensional
image can be predicted by describing DNA and optics
by a Gaussian point spread function (PSF). In Fig. 4
we show good agreement between experiment and this
calculation.
We can now estimate the effect of this motion on the

experimentally observed radius of gyration, Rg,expt, as

Rg,expt =
√

R2
g,phys + (α∆x)2 where Rg,phys is the phys-

ical (real) radius of gyration, α is a shape factor that is
constant, and ∆x indicates the maximum periodic dis-
placement. For each curve in Fig. 3A-D we thus applied
the correction

R2
g,phys =

√

R2
g,expt − (γE)2 (3)

to obtain Fig. 3E-H by determining a unique γ value for
each pair of buffer strength and driving frequency so that
Rg,phys assumed a constant value at high electric fields.
It appears that collapse is achieved at all salt strength
and frequencies. No error for the γ determination can be
explicitly given since this would require a functional form
to perform a full numerical fit, which we do not have.
By following the argument above, we identify γ = αµ

f .

For 0.5×TBE and 2×TBE, γ followed a 1/f relationship
as anticipated (Fig. 5A). The other two are not shown
since for 0.25×TBE, it appeared that the minimum Rg

was not reached for all frequencies, and the graph for
1×TBE appears to contain electroosmotic instabilities
of liquid movement in the channel at some frequencies.
While we do not quantify α, it is interesting to note that
µ ≈ 10−4 cm2/V ·s, on the order of the free-solution mo-
bility of DNA, and that lower salt leads to higher mo-
bility, as anticipated.[29] However, the apparent mobility
could also carry an electroendosmotic contribution that
we cannot detect because we are phase-insensitive.
The functional form of the correction factor further

predicts that the zero-intercept of a linear fit to the lin-
ear region of the Rg vs. |E| graphs (Fig. 3A-D) yields
Rg,phys in the limit of very high electric fields. For exper-
iments with λ-DNA in 0.5×TBE, 1×TBE and 2×TBE,
we observed a minimum radius that is ≈400 nm, while
for 0.25×TBE we recorded ≈560 nm. The radius of gyra-
tion of an optical PSF with width σ in two dimensions is√
2σ, which for our objective and emission wavelength is

360nm. We thus believe that the apparent size of DNA
is limited by the diffraction. Further removal of the in-
fluence of diffraction yields a value in the order of 200 nm
to 400 nm, but with very high uncertainty.
The combination of the linear behavior at high electric

fields, the correct frequency dependence, and the observa-
tion that the intercept of the linear fit gives a physically
meaningful value makes us confident that the blurring
due to a center of mass motion is the likely cause of the
linear rise of Rg at high electric fields.
In order to gain an understanding of the physics of

the collapse process, a critical electric field strength Ec

was defined and evaluated. Because we currently lack a
model for the process, it is chosen as the electric field of
the half way point of the collapse of an individual Rg,phys

curve. We show Ec(f) for λ-DNA in TBE in Fig. 5. Ec

was approximately proportional to f , although the error
introduced in the pathway of high-field drift correction
and Ec determination certainly introduces a considerable
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FIG. 3. Radius of gyration of λ-DNA as function of salt strength and frequency. We show the experimentally measured radius
of gyration Rg,expt in panels (A-D) ((A) 0.25×TBE, (B) 0.5×TBE, (C) 1×TBE, (D) 2×TBE). The physical radius of gyration
Rg,phys recovered after correction of motion during each video frame is shown in panels (E-F) ((E) 0.25×TBE, (F) 0.5×TBE,
(G) 1×TBE, (H) 2×TBE). Curves for different frequencies are separated by a 0.3 µm offset (Purple × - 100 Hz, yellow ∗ - 200
Hz, green © - 300 Hz, blue � -450 Hz, red △ - 675 Hz, black ♦ - 800 Hz).

A B

6 μm

FIG. 4. Image pattern due to center of mass motion. (A)
is a typical image in experiments (λ-DNA in 2×TBE and
146.82 kV/m, 100Hz driving). (B) is a simulation of a
molecule under sinusoidal motion and extended illumination.

error. We thus cannot exclude that a non-linear relation-
ship. We did not observe a salt concentration dependence
beyond the statistical uncertainty in Fig. 5.

For comparison, we also calculated Ec for our previ-
ously published dataset on DNA collapse in nanochan-
nels Ec (Fig. 6) did not contain such a strong signature
of the high-electric field drift. [14] This is because Rg

along the channel axis is far larger than the center of
mass movement. In that case, we find a convex curve
for narrow channels. While for wider channels both a
linear or a convex relationship between Ec and the driv-
ing frequency are possible. Note that the curved/linear
transition could be due to differences in large-scale charge
distribution and hydrodynamic coupling.

In order to investigate the influence of spatial extent of
the molecule, we repeated the experiment using a mixture
of T4-DNA, its fragments, and its multimers in 2×TBE
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FIG. 5. (A) Correction factor γ as function of driving fre-
quency. (Green © - 2×TBE, red △ - 0.5×TBE). No error
bars given as fit was performed manually. (B) Critical electric
field strength vs. electric field frequencies (same color coding).

at 300Hz driving frequency (Fig. 7). We categorized
molecules into four groups (short, medium, long and ex-
tremely long) based on the zero-electric-fieldRg,expt after
indiscriminately recording all molecules. Fig. 7A shows
the resulting Rg,expt(E). All groups share the same high-
field linear asymptotic curve, which is consistent with
the hypothesis that this region is dominated by a drift of
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FIG. 7. Radius of gyration of T4-DNA multimers and frag-
ments as function of electric field strength in 2×TBE at 300Hz
driving frequency. Probable length assignment: black ♦ - dou-
ble T4 (∼ 320 kbp), red △ - single T4 (∼ 160 kbp), blue �

- half T4 (∼ 80 bp), green © - quarter T4 (∼ 40 kbp), (B)
Radius of gyration of T4-DNA multimers and fragments as
function of electric field strength in 2×TBE at 300Hz driving
frequency, after correction for the center of mass motion. (C)
Normalized relative radius of gyration of T4-DNA in 2× TBE
(see text for definition).

the center of mass of the molecule with a mobility that
is independent of molecular weight. Intriguingly, we ob-
served an apparent expansion of the largest two molecule
groups at low electric field strengths, but warn about its
limited statistical weight. Fig. 7B shows Rg,phys(E) after
the center of mass drift correction and indicates collapse
for all four groups. Using the same extrapolation proce-
dure as above, we find that the two largest groups did
not quite achieve the diffraction-limited radius but con-
tracted to Rg ≈ 500 − 600 nm, while the two smaller
groups again collapsed to a diffraction-limited size. Be-
cause large molecules were much larger initially, that
means that the larger molecules contracted to a smaller
fraction upon application of the a.c. field.

Since the degrees of collapse were considerably differ-
ent between different lengths, and thus visual comparison
is difficult, we plotted the parameter

R∗
g =

Rsmall
g,phys

(

0 V
m

)

R
(i)
g,phys(E)

R
(i)
g,phys

(

0 V
m

)

Rsmall
g,phys(E)

whereRsmall
g,phys is for the smallest group (which we presume

to have the least collapse), and R
(i)
g,phys is for group (i). A

value of 1 denotes thus a relative collapse on par with the
smallest series, and below a stronger collapse. In Fig. 7C
we observe that larger molecules not only collapse to a
greater degree, but that this greater degree of collapse is
obtained at lower E the larger the molecule is.

IV. DISCUSSION

It is self-evident that co- and counterion concentra-
tion polarization are linked to the collapse. Dielec-
tric impedance spectroscopy suggests a set of distinctive
length-scales.[30–32] We will discuss the likely leading
cause of collapse in terms of these length-scales and the
the likely mode of polarization. Without specifying the
specific nature of the polarized ion (Oosawa-Manning-
condensed, Debye-layer or free) we can define a polariza-
tion length scale that is the distance over which ions can
diffuse during a single oscillation period of the electric
field. The polarization scale of the Tris-H+ ion is

λω =

√

D

ω
, (4)

were D is the diffusion coefficient. The collapse must be
an in-phase phenomenon as lower frequencies decrease
the critical field strength (Figs. 5&6), and Doyles group
reported collapse in a d.c. field.[15] For free counterions,
D is the free-solution diffusion coefficient of Tris-H+,
which we determined from the limiting conductance of
Tris·HCl solution.[33] For a 500Hz driving electric field,
this polarization scale is ∼500nm.
We first consider ion motion over the length-scale

of a persistence length or shorter. In the bound ion
model,[34–36] counterions move along the polymer back-
bone until they either encounter the end of a DNA strand
or a bent region where the curvature vector is parallel or
antiparallel to the electric field.[14, 20, 37] At these points
charges collect. For strands of opposing curvature vector,
the induced charges are of opposite polarity. As a result,
we proposed that neighboring segments of opposing cur-
vature attract each other, leading to an collapse effect.
A detailed model considers the influence of the induced
charge density on the local curvature.[20]
While the model is likely to contribute to the col-

lapse once high densities are reached, we believe that it
is not complete, and that another mechanism is needed
at least in the early stages. Firstly, in λ-DNA very few
chain-chain contacts exist,[38, 39] and only few of those
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contacts will be correctly oriented. Further, the fre-
quency range between a few 100Hz to 1 kHz (Figs. 5&6)
does not overlap with the “high-frequency” resonant fea-
ture at a few MHz in dielectric spectroscopy[32, 40] be-
cause persistence length (∼ 50 nm) and Debye length
(∼ 0.7 . . . 3.6 nm) are far smaller[30, 34–36, 41–44] the
a relaxation length scale at 500Hz unless condensed ions
have very different dynamics than free ions.[45–48]

We therefor believe that relaxation of non-condensed
ions on scales of many persistence lengths causes the
collapse. The compaction can proceed either through
a meanfield effect that exerts pressure on the entire
molecule, or through an interaction of polarizable sub-
units. We will briefly discuss both scenarios. A mean-
field effect is based on large-scale disturbance of the ion
concentrations within and neighboring to the molecule.
This could occur at large electric fields if ions are stripped
off the backbone of DNA and subsequently exchanged
with buffer ions. [49–53] In particular, the Musheev
et al. report collapse due to stripping of all condensed
ions.[54] This is in analogy with the Wien effect, a field-
dependent dissociation of counterions.[55] Effects either
reminscent of this effect, or directly attributed to it,
have been reported in experiments at similar fields, time
scales, and molecular weights to ours. [56–59] Fischer and
Netz identified a “ulta-low-frequency” relaxation mode
for polyelectrolytes due to transfer of charges between
strands.[44] A second source of mean-field pressures is
a concentration polarization of the co- and counter ions
around the entire molecules in high fields that has been
considered by a number of groups.[10, 60, 61] The critical
field-frequency relationship arises within the meanfield
assumption because decreasing driving frequency enables
the full polarization of increasingly larger polymer coils.
Interestingly, the weak ionic strength dependence found
here mirrors the weak dependence of the voltage thresh-
old of the limiting current in ion-selective membranes.[62]
Viovy’s group used the effect of the pressure due ion
concentration polarization to explain the aggregation of
DNA molecules under an a.c. electric field.[18, 63, 64]
In particular, Mitnik et al. find a critical electric field-
frequency relationship similar to ours. Concentration po-
larization at the end of DNA in nanochannels has been
predicted.[65]

Collapse due to interacting subunits requires inhomo-
geneities of the polarization density. The counterion den-
sity without electric field roughly follows that of the poly-
mer backbone which its fluctuates.[66] We propose that
the combination of counterion cloud displacement rela-
tive to the polymer backbone in an electric field and
thermal polymer density fluctuations leads to a fluctu-
ating polarization density. Dipole moments of neighbor-
ing dense polymer regions will be oriented in the same
direction, and thus subunits attract.[11] One could ob-
ject to the notion of polarized subunits on the grounds
that Oosawa-Manning condensation localizes polariza-
tion close to DNA. However, the field strength is likely
high enough to induce Wien effect and the scale of the

double-layer is strongly modified by the electric field.[67]
Furthermore, concentration polarization for individual
subunits could become applicable, and would lead to lo-
calized dipoles of subunits within the polymer.[10, 11, 60]
The frequency dependence arises from the largest subunit
that can be effectively polarized by the driving frequency.

If polarizable subunits are the cause of collapse, then
we also have to consider hydrodynamic interactions be-
tween those units, analogous to microspheres in a.c.
fields. There, chaining is expected in absence of hy-
drodynamic interactions.[68] However, aggregation is
observed,[69] and good agreement between experiment
and models that contain both ion polarization and hy-
drodynamic coupling was achieved.[63, 70] While hy-
drodynamic interactions may have an influence in mi-
crochannels and free solution, the presence of collapse
in nanochannels[14] is strong indication that they are
not the leading cause. In nanochannels, Brochard
and de Gennes argued that hydrodynamic interactions
are screened on a length scale similar to the channel
diameter.[71] Furthermore, Bakajin et al. found that hy-
drodynamic interactions break down in nanoslits shal-
lower than 100 nm.[72] However, the different shapes
Figs. 5&6 may point to a possible subtle difference in
the way that hydrodynamic coupling acts for micro-and
nano-confinement (Figs. 5&6). We do not believe that
the properties of the channel walls (such as patches of
different electrosmosis) are responsible for the collapse,
since the results are very robust over a wide range of
channel geometries.

Both hypotheses based on scales beyond the persis-
tence length (mean-field, interacting subunits) are con-
sistent with Fig. 7. If the collapse is based on polarizable
subunits, then we expect that larger molecules have more
subunits in the correct relative position for attractive in-
teraction, especially if the number of subunits is O(1).
On the other hand a compression by a concentration po-
larization outside of the molecule is also plausible as a
larger molecule presents an ion-selective barrier that is
longer and has fewer “holes” created by density fluctua-
tions.

The minimum collapse Rg or λ-DNA (after removal
of center of mass motion and optical PSF) potentially
differentiates the two mechanisms bad on large-scale po-
larization: it is on the order of 200nm to 400nm at
0.5×TBE, on the order of a single units given by the
free-ion relaxation scale that was identified earlier (es-
pecially at low frequencies). Thus, the coil could not
be comprised of multiple polarizable subunits, but would
appear as one single unit. Thus only the “meanfield”
interpretation would appear possible. However, it is con-
ceivable that the initial collapse occurs through an inter-
action of subunits, and that curvature-dependent local
polarization at the length scale of a persistence length
takes over as the driving force of the ultimate collapse
Rg. The contour-length dependence of the minimum col-
lapse radius (Fig. 7) indicates that the radius is likely not
limited by a polarization length scale, but rather by the
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local pressure within the coil.

V. CONCLUSIONS

We have demonstrated DNA collapse in an a.c. elec-
tric field in dilute solution under weak confinement. We
have explored the tunable parameters accessible to us to
understand the collapse process, and found a contraction
under all conditions. From the combination of frequency
dependence, influence of molecular weight, and relatively
insensitivity to ionic strength, we believe that a polar-
ization of ions beyond the Debye and Oosawa-Manning
condensed layers is responsible for collapse.
Our work points to a number of unresolved questions,

and a particular the need to find numerical methods to
investigate all processes of the system self-consistently.
The large range of length-scales native to the problem,
from the extent of an ion in the condensed layer to the

extent of a whole molecule with up to 106 base pairs,
is the primary challenge. The specific questions are the
possibility of a local Wien effect in presence of condensed
ions, the larger scale ion polarization pattern around the
polymer backbone, and how ion clouds are deformed on
large scales to form a polarization pattern on the order
of micrometers. The work also points towards the poor
understanding of the range over which linear electrodif-
fusion assumptions hold.
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