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We report measurements and simulations of the time-evolving rms velocity distribution in an
ultracold neutral plasma. A strongly coupled ultracold neutral Ca+ plasma is generated by pho-
toionizing laser-cooled atoms close to threshold. A fraction of these ions are then promoted to the
second ionization state to form a mixed Ca+/Ca2+ plasma. By varying the time delay between first
and second ionization events, a minimum in ion heating is achieved. We show that the Coulomb
strong coupling parameter Γ increases by a factor of 1.4 to a maximum value of 3.6. A pure Ca2+

plasma would have Γ = 6.8, moving these strongly-coupled systems closer to the regime of liquid-like
correlations.
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Plasmas comprise the vast majority of the known uni-
verse and exist over a wide range of temperatures and
densities. At sufficiently high densities, certain astro-
physical systems such as the interior of some Jovian plan-
ets and white dwarf stars and the outer crust of neutron
stars form strongly coupled plasmas. Strong coupling is
also a property of a number of dusty and laser-produced
plasmas, which include high energy-density fusion plas-
mas at one extreme [1–5], and low temperature, low den-
sity, ultracold neutral plasmas at the other extreme [6–
27].
Many plasma properties scale with the dimension-

less coupling parameter Γ = (Z2e2/4πǫ0aws)(1/kBTi),
where Z is the ion charge state, e is the fundamental
charge, aws ≡ (3/4πn)1/3 is the Wigner-Seitz radius, n is
the plasma density, kB is Boltzman’s constant, and Ti is
the ion temperature. This parameter, called the strong
Coulomb coupling parameter, is given by the ratio of the
nearest-neighbor electrical potential energy to the aver-
age ion kinetic energy. Strongly coupled systems can
differ by orders of magnitude in temperature and den-
sity. However Γ-scaling shows that they share many of
the same characteristics, thus making it possible to study
strongly coupled high energy-density plasmas as well as
liquid-like systems at very low energy [28–30].
The value of Γ in ultracold neutral plasmas is typi-

cally limited to Γ = 2.5, although higher values may be
achievable [23]. This limit is a result of the an ultrafast,
non-equilibrium relaxation of the ions due to spatial dis-
order in the system [7, 31, 32]. The locations of the neu-
tral atoms before ionization are spatially uncorrelated.
When the atoms are ionized, each ion finds itself in a po-
tential defined primarily by Coulomb interactions with
neighboring charged particles. Ions move from a disor-
dered state (high potential energy) to a more ordered
state (low potential energy), increasing their kinetic en-
ergy and heating the plasma. This heating mechanism
is called “disorder-induced heating” (DIH), and the ini-

tially T ∼ mK ions heat to the correlation temperature
Tc = (2/3)(e2/4πǫ0awskB) [31] on the time scale of the
inverse ion plasma frequency, 1/ωp,i = (ne2/miǫ0)

−1/2,
where mi is the ion mass.
Overcoming the DIH limitation would make it pos-

sible for these ultracold neutral plasmas to move into
the liquid-like correlation regime [33–37]. Energy relax-
ation, wave damping, collisional transport and diffusion
for neutral plasmas are not well understood under these
conditions, in spite of their importance for warm dense
matter [38, 39]. Strongly-coupled plasmas are predicted
to have enhanced collision rates leading to enhanced ther-
monuclear fusion rates [40]. However, this enhancement
has only been seen in laser-cooled one-component plasma
experiments [41–43] – never in a neutral system.
Earlier work in ultracold neutral plasmas suggested

that the strong-coupling parameter might be as high as
4 [11, 44]. However, recent work has highlighted the
role of electron screening in reducing the coupling con-
stant to values near 2.5 or less [7]. The role of screening
in strongly-coupled systems is an ongoing research topic
[45], and no universal explanation of strong coupling in
screened systems exists.
In this paper, we describe a new experiment that can

overcome the limit of Γ = 2.5 imposed by disorder-
induced heating [7]. This makes is possible to extend
collision studies farther into the strongly coupled regime
[28]. Although the experimentally realized gains in this
paper are modest, our simulations show that this method
can be used to reach Γ = 6.8. One other paper reports
a neutral plasma in which the strong coupling parame-
ter is probably higher [23], and there are proposals for
other ways of increasing Γ [46–48]. However, the present
work reports the highest value of Γ in a neutral system
in which optical diagnostics are possible.
The initial ion motion due to DIH is coherent. The

ions start moving all at the same time, and the average
kinetic energy oscillates. A recent simulation predicted
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this quasi-coherent kinetic energy oscillation could be ex-
ploited to achieve higher values of the strong coupling
parameter [49]. When the ions first reach their maxi-
mum kinetic energy, they could be promoted to the sec-
ond ionization state. The simulation showed that second-
ionization at this particular time generated minimal heat-
ing of the ions while quadrupling the nearest-neighbor
Coulomb potential energy.
In this Letter we report measurements and simulations

of the rms velocity distribution in a mixed Ca+/Ca2+

plasma. Laser-cooled calcium atoms in a MOT are first
resonantly ionized to form a Ca+ plasma. At a variable
time after this initial ionization event, a portion of the
Ca+ ions are ionized to Ca2+. By varying the time delay
between the first and second ionization events, we show
that a minimum in ion heating is achieved. We simulate
the rms ion velocity distribution in this mixed plasma
and extract the average electrical potential energy. We
show that the Coulomb strong coupling parameter, Γ,
increases by a factor of 1.4, from an initial value of 2.5
to a maximum value of 3.6 in our experiment. The sim-
ulations indicate that a pure Ca2+ plasma would have
Γ = 6.8.
Approximately 20 million 40Ca atoms are trapped in

a magneto-optical trap, with a Gaussian spatial density
profile of the form n(r) = n0 exp(−r2/2σ2), with peak
density n0 ≤ 3.5 × 1010 cm−3 and σ = 0.3 mm. We
photoionize the atoms in a two photon ionization pro-
cess using 7 ns pulses at 423 and 390 nm that drive the
4s2 1S0 → 4s4p 1P o

1 and the 4s4p 1P o
1 → continuum

transitions, respectively. The initial electron energy is set
by the wavelength of the ionizing laser, because the excess
photon energy above the ionization limit is carried away
by the electrons. The density and first ionization fraction
are measured using absorption techniques. For this work,
close to 100% of the atoms in the MOT are converted into
Ca+. The wavelength of the 390 nm ionizing laser is set
above threshold so that the initial electron temperature
is approximately Te = 2Ee/3kB ≈∼ 190 K. This greatly
reduces three-body recombination [14], which has the po-
tential to adversely influence our measurements.
We use additional pulsed lasers to generate the Ca2+

plasma. The excitation pathway uses the 4s 2S1/2 →
4p 2P o

1/2 transition at 397 nm, the 4p 2P o
1/2 → 5d 2D3/2

transition at 210 nm, and finally the 5d 2D3/2 →
continuum transition (see inset to Fig. 1). The bound-
bound transitions are driven by frequency doubling or
quadrupling pulse-amplified cw lasers. The last step into
the continuum requires much more power, and we use
the third harmonic of a pulsed ND:YAG laser at 355 nm.
The 355 nm pulse can be attenuated using a polarizer
and a beam splitter. Varying the 355 nm pulse energy
allows us to change the second ionization fraction, which
ranges from 10-30%. We use an acousto-optical modu-
lator (AOM) to turn off the MOT beams about 12 µs

before the first ionization so that the 355 nm pulse does
not ionize excited state neutral atoms in the MOT. These
neutral atoms can come from atoms that were not ionized
with the 390 nm pulse, or from recombined ions.
We probe the velocity distribution of the remaining

Ca+ ions using laser-induced fluorescence [11]. Approx-
imately 1 W at 794 nm from a tunable cw Ti:sapphire
laser is frequency doubled to 397 nm, which corresponds
to the 4s 2S

1/2 → 4p 2P ◦
1/2 transition in Ca+. The fre-

quency is fixed by locking the laser to a partially stabi-
lized frequency comb in the fundamental, as described in
Ref. [50]. The doubled light is then collimated to a diam-
eter of 6 mm, attenuated to 2 mW, aligned to spatially
overlap plasma, and retroreflected. We scan the probe
laser frequency across the interval ±200 MHz from line
center [50]. Fluorescence at 397 nm is collected as a func-
tion of time using a 1-GHz bandwidth photo-multiplier
tube and digital oscilloscope.
To extract the time evolving ion velocity vi,rms, we

fit the fluorescence data to a Voigt profile [7]. The
Lorentzian contribution is given by the 22 MHz natu-
ral linewidth of the transition. The measured linewidth
is Doppler broadened as the plasma ions accelerate. The
Gaussian width is extracted as a fit parameter and is con-
nected to the velocity of the ions through the Doppler
shift vi,rms = (kBTi/mi)

1/2 = λνrms, allowing us to map
out the width of the ion velocity distribution as a function
of time, as shown in Fig. 1. Comparing the integrated
Voigt profile, before and after the second ionization step,
gives us an estimate the second ionization fraction.
The ion temperature evolves in time, due to DIH and

the plasma expansion. The rms ion velocity vi,rms is re-
lated to the ion and electron temperatures as [18]

vi,rms =

√

kB
mi

{

t2

τ2exp
[Te(t) + Ti(t)] + Ti(t)

}

, (1)

where the characteristic expansion time τexp is

given by τexp =
√

miσ(0)2/kB[Te(0) + Ti(0)] and
the ion and electron temperatures are given by
Ti,e(t) = Ti,e(0)/(1 + t2/τ2exp). Figure 1 shows the
experimental vi,rms for a singly ionized plasma (lower
curve). The dashed line shows the model of Eq. 1.
After a time delay, 0 ≤ t ≤ 300 ns, a fraction of the

Ca+ ions are converted to Ca2+. This change in the ion
density results in an additional DIH phase as the com-
bined ion system equilibrates again. The resulting ion
velocity distribution is comprised of contributions from
the original ion system as well as that of the Ca2+ system.
We isolate the additional contribution to the ion velocity
that arises from the second ionization by subtracting off
(in quadrature) the expansion of the original Ca+ sys-
tem that we obtain from the model (black dashed line in
Fig. 1). For the purposes of extracting the increased ion
temperature, we identify the time at which the second
ionization laser pulses arrive as the new “zero” of time.
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We use the expansion model described by Eq. 1 and fit it
to the data (with the Ca+ model subtracted) to find the
increase in the ion and electron temperatures. The new
T i calculated in this way is the additional heating from
the second ionization, ∆T i. In this mixed Ca+/Ca2+

plasma, the electron temperature increases typically to
600 K due to the 355 nm ionizing laser. The combined
expansion model is plotted with the measured rms ion
velocity as the upper data and dashed line in Fig. 1.
We simulate the experiments using molecular dynam-

ics (MD) [49]. In the simulations, the ions interact via
the Yukawa potential,

uY (r) =
Ze

4πǫ0

exp(−κrij)

rij
, (2)

where κ = aws/λD is the inverse scaled screening length,
λD = (kBTeǫ0/ne

2)1/2 is the Debye length, and Z = 1, 2
is the ionization state. We initially place Yukawa par-
ticles with Z = 1 randomly in the main simulation cell
with an average density measured in the experiment. The
equations of motion of the N particles are integrated us-
ing a second-order symplectic integrator (velocity-Verlet)
subject to periodic boundary conditions. To check for
finite-size effects in our simulation, we vary the number
of particles up to N = 10, 000 and find that N ∼ 6000 is
sufficient.
To simulate the second ionization event, we randomly

replace a fraction of the Z = 1 ions with Z = 2 ions
at a given time delay. In the experiment, this fraction
maximizes at approximately 30%, a limit evidently set
by competition between optical pumping and ionization
rates in the Ca+ → Ca2+ process. The electron screening
length is adjusted by the increase in electron temperature
and density using the conditions used in the experiment.
The simulation then continues in this mixed Ca+/Ca2+

state. From the simulated ion trajectories, we calculate
the effective temperature (second-moment of the velocity
distribution) using

T (t) =
m

3NkB

N
∑

j=1

〈

v2j (t)
〉

, (3)

where N is the total number of ions in the simula-
tion. Although in a non-equilibrium plasma configu-
ration “temperature” is not strictly defined, this aver-
age mean-squared velocity corresponds directly to exper-
imental measurements. Simulation results are summa-
rized in Fig. 2.
In Fig. 3, we compare the experimentally determined

change in the ion temperature with the results of the
MD simulation. The change in the ion temperature is
minimized near ωpt ∼ 2, where the first kinetic energy
oscillation peak occurs. The uncertainty in the experi-
mental measurements is shown by the error bars. The
largest error is associated with statistical uncertainties

in extracting the increased rms ion velocity. Because our
line-shape spectroscopy and Ca2+ ionization pathways
use the same atomic transitions, scattered light and op-
tical pumping prevents analysis of data closer than 50 ns
after the second set of laser pulses. This limits our anal-
ysis to expansion data that is dominated by the electron
temperature, leading to somewhat larger uncertainties in
determining ∆Ti from the second ionization. Laser power
jitter strongly influences the electron temperature. There
is an additional source of error due to the relative timing
of the laser pulses, which can drift by several ns dur-
ing the experiment. However, the experiment shows the
achievement of additional ionization with minimal heat-
ing of the plasma.
The Coulomb coupling was computed from the MD

simulation using

Γ =
〈Z5/3〉〈Z1/3〉e2

4πǫ0awskBTi(t)
, (4)

where Ti(t) is the time-evolving ion temperature
and the moments 〈Zα〉 account for the Ca+/Ca2+

mixture. Computing the potential energy in the
naively more straightforward way, for example, 〈U〉 =
1
N2

∑N
i

∑N
j 6=i(ZiZje

2)/(4πǫ0rij), leaves out important
contributions from electron-electron and electron-ion in-
teractions (detailed screening among the components,
cloud-cloud interactions, etc.) which are critical in de-
termining the electrical potential energy of the system
[7]. The calculated value of Γ, which is the ratio of the
potential energy to the temperature, is shown in Fig. 2.
For an ionization fraction of 20%, Γ increases from 2.5
to 3.6. Our simulations show that increasing the ioniza-
tion fraction to 100% would increase the strong coupling
parameter to Γ = 6.8 (see Fig. 2d).
In conclusion, we report measurements and simulations

of the rms ion velocity in a mixed Ca+/Ca2+ plasma. We
show that the ion temperature depends on the time delay
between the first and second ionization events. In this
work, we demonstrate an increase in the strong coupling
parameter from Γ = 2.5 to Γ = 3.6. We show that Γ =
6.8 is possible with increased ionization efficiency.
This work opens a new window of opportunity for

generating strongly coupled plasmas. Successive excita-
tion to even higher ionization states would increase Γ by
nearly Z2 compared to the singly-ionized plasma. Most
of the ultracold neutral plasma experiments are limited
to the regime of Γ ≈ 2 because of the DIH process. A
number of important and interesting studies are focused
on overcoming this limitation. We have previously shown
that electron shielding decreases the ion temperature [7].
Gradual heating of the electrons in a strongly shielded
plasma could increase Γ to approximately 4. Using the
Rydberg blockade to enhance spatial order before ioniza-
tion could lead to Γ in the range of 10 to 30 [46] and work
along these lines is in progress [47]. Recent work in an
ultracold molecular plasma suggests that Γ = 50 may be
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possible [23]. Cooling by adiabatic plasma expansion is
another possible pathway to more strongly coupled plas-
mas [48]. Finally, we mention the possibility of laser-
cooling the ions, which is underway in our lab. When
these efforts are successful, the field of strongly coupled
plasmas will have new exciting opportunities for study-
ing neutral plasma dynamics in a novel portion of phase
space.
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FIGURES

FIG. 1. The rms velocity of Ca+ ions in a singly ionized
plasma (solid gray line) and a mixed Ca+/Ca2+ plasma (black
points). The second ionization pulses arrive 100 ns after the
plasma is formed (vertical black line). The Ca+ density is
2.4 × 1010 cm−3. The Ca2+ fraction is 30%. The model de-
scribed by Eq. (1) for Ca+ is plotted as the black dashed line
and for Ca2+ is plotted as the gray dasned line (see text).
Inset: Partial energy level diagram for Ca (left) and Ca+

(right). Neutral Ca atoms are trapped using the 423 nm
transition. The Ca+ ions are created using laser pulses at
423 nm and 390 nm. Laser-induced fluorescence measure-
ments are made using a cw probe laser tuned to the 397 nm
transition. The Ca2+ ions are created using laser pulses at
397 nm, 210 nm, and 355 nm.

FIG. 2. Molecular dynamics simulation results. Time is
scaled by the initial Ca+ plasma frequency. (a): The change
in the ion temperature versus the arrival time of the second
ionization pulses, for 20% ionization to Ca2+. Because of the
DIH-related kinetic energy, the temperature increase depends
on the time interval between the first and second ionization
events. (b): The calculated value of the strong coupling pa-
rameter Γ as a function of delay time between the first and sec-
ond ionization events, for 30% Ca2+ ionization, corresponding
to the highest ionization fraction in the experiment. (c): The
change in the ion temperature as a function of ionization frac-
tion when the second ionization pulses arrive at ωpt = 1.64.
(d): The calculated value of the strong coupling parameter
Γ as a function of the ionization fraction when the second
ionization pulses arrive at ωpt = 1.64.

FIG. 3. The change in the ion temperature due to second
ionization, plotted as a function of scaled time for two dif-
ferent plasmas (black circles, black triangles). Each point
corresponds to a different time delay of the second ionization
pulses. The gray line and points show the results of the MD
simulation for 15% ionization. The heating of the ions due
to the second ionization depends on the timing of the second
ionization. It is minimized when the second ionization pulses
arrive at the peak of the kinetic energy oscillation. Within
the experimental uncertainties, the data agrees with the MD
simulations.
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