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A recent and unexpected discrepancy between ab initio simulations and the interpretation of a
laser shock experiment on aluminum, probed by X-ray Thomson scattering (XRTS), is addressed.
The ion-ion structure factor deduced from the XRTS elastic peak (ion feature) is only compatible
with a strongly coupled out-of-equilibrium state. Orbital free molecular dynamics simulations with
ions colder than the electrons are employed to interpret the experiment. The relevance of decoupled
temperatures for ions and electrons is discussed. The possibility that it mimics a transient, or
metastable, out-of-equilibrium state after melting is also suggested.

High-energy [1] and x-ray free-electron lasers [2] are
now able to produce matter in extreme states, such as
found throughout the universe in planetary interiors
[3], brown dwarfs stars, and neutron star crusts [4].
This high pressure (> 1 Mbar), high temperature (>
1 eV) regime, containing matter compressed up to a
few times ambient density is also multi-ionized and of
technological interest for inertial confinement fusion
studies [5]. It is characterized by strong interactions
between ions, leading to a microscopic liquid-like struc-
ture. This regime, also referred to as warm dense matter
(WDM), challenges existing theories since no small
parameter exists from which to formulate a perturbative
approach. Therefore, comparisons with experiments are
particularly needed. The microscopic structure of such
dense matter can only be diagnosed by x-ray Thomson
scattering techniques (XRTS [6]). High-power x-rays
can penetrate deeply inside the dense plasma and are
scattered by electrons, reflecting their collective as well
as single-particle behavior, depending on the experimen-
tal geometry (forward and backward scattering). The
frequency-resolved spectra of scattered x-rays further
delineate electron from ion diagnostics (inelastic and
elastic scattering), providing temperatures, densities,
and ionization states. Perhaps the most novel aspect
of the XRTS diagnostic is its high femtosecond time
resolution, providing key insight into transient structure
changes underlying physical and chemical processes
[7]. Such ultrashort x-ray pulses can probe structural
dynamics during phase transitions or chemical reactions.
This new tool may be hampered by the interpretation of
XRTS, which requires theoretical models for the struc-
tural properties of the material that are often developed
for bulk plasmas in equilibrium. The testing of the
different assumptions underlying the interpretation of
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FIG. 1. (Color online) Ion-ion static factor computed within
HNC-Y-SRR formulation and optimized to fit data [8, 9] (red
solid) compared with the OCP result at Γ=55 (black solid).
Diamonds are obtained with an equilibrium OF simulation
at Te = Ti = 10 eV; filled circles are non-equilibrium OF
simulation with Ti = 2 eV, Te = 10 eV.

the XRTS data becomes critical to further progress.

In this Letter, we revisit the interpretation of a re-
cent XRTS experiment, where strong ion-ion correlations
were evidenced in a laser-shocked aluminum sample [8, 9].
In this experiment, in the WDM regime (ρ >∼ ρ0, T >∼
10 eV), the XRTS elastic peak, also called the ion fea-
ture, at different diffusion angles, and hence at differ-
ent k wavevectors, shows a marked maximum at about
4 Å−1, which requires a strongly-structured static ion-ion
structure factor, Sii(k) to account for the experimental
spectrum (Fig. 1). Among the different proposed the-
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oretical approaches (Debye-Hückel, screened one com-
ponent plasma), a hypernetted chain calculation using
a Yukawa potential plus an ad hoc short range repul-
sion (HNC-Y-SRR) best reproduces the data. From
the XRTS interpretation, aluminum appears three times
compressed (8.1 g/cm3) with an electronic temperature
of about 10 eV and an average ionization Q = 3. If the
electrons and ions are in thermal equilibrium at the same
temperature, Ti = Te, the ion-ion coupling parameter is
defined as

Γii =
Q2e2

4πε0aikBTi
, (1)

where e is the fundamental charge, ai = (3/4πni)
1/3 is

the mean ion sphere radius, and ni is the ionic density,
and reaches a value of 12.

The interpretation of this experiment has been recently
extended to ab initio quantum molecular dynamics sim-
ulations in the Kohn-Sham ansatz [10]. These simula-
tions performed under equilibrium conditions (8.1 g/cm3,
10 eV) do not reproduce the intensity of the ion feature
as well as the corresponding ion structure factor. To our
knowledge, this marks the first time that equilibrium ab
initio simulations (with Ti = Te) disagree with exper-
iments with regards to static and dynamic properties.
Souza et al [11] obtained the same ion feature, well be-
low the experimental result, using an average atom model
with ion-ion correlations.

As stressed by Ma et al [8, 9], the detection of the
ion-ion correlation peak at k = 4.0 Å−1 represents a new
highly accurate diagnostic of the state of compression.
Indeed, this peak translates into a peak in the ion struc-
ture factor Sii(k), which is related to the first shell of
neighbors around a given ion, characteristic of a three-
fold compression. At equilibrium, aluminum shocked at
three-fold compression, reaches a temperature level of
10 eV on the principal Hugoniot [12], in accordance with
the electron temperature measurement. Nevertheless,
we investigate here the outcome of an out-of-equilibrium
state defined by a more strongly-coupled ion system. As
an ansatz to describe such a situation, we consider ions at
a temperature Ti much less than the measured electron
temperature Te of 10 eV and present orbital free (OF)
molecular dynamics simulations with different electronic
and ionic temperatures. Such simulations correspond to
equilibrium states of ions and electrons separately, but
to an out-of-equilibrium state of the whole system. Since
the electron system is treated in the simulations within
density functional theory at Te, the ion-electron system is
frozen in the out-of-equilibrium state of decoupled tem-
peratures.

The OF method, being based on a finite tempera-
ture Thomas-Fermi (TF) description of the electrons has
many advantages over the orbital based (OB) molecular
dynamics, which uses the Kohn-Sham ansatz. It can be
easily adapted to different electronic and ionic tempera-
tures without any extra cost and allows the study of large
system sizes, an important consideration for computing

the ion structure factor with sufficient precision. Many
incursions into the hot dense regime have been done pre-
viously with OB molecular dynamics simulations. Tem-
peratures as high as 500 eV have been reached for very
dense hydrogen at densities of about 160 g/cm3 [13], but
the common limitation is about 10 eV. These simulations
are expensive, need very hard pseudopotentials, and re-
quire a large number of orbitals in order to comply with
a given level of occupancy (usually 10−3 to 10−4). For
electronic temperatures of 10 eV and densities of order
of 1-3 times the normal density, the only solution to get
acceptable OB simulation times is to reduce the number
of atoms and hence the number of orbitals. For the con-
ditions in Al, OB simulations were performed with 64
ions [10]. This limitation is overcome by OF methods
that can handle hundreds of ions (here 432) for the same
computational cost with only a small loss of accuracy
compared to the OB results. Details on the OF method
are given in [14, 15]. The transition between OB to OF
simulations has been described in details in [16, 17] and
needs a full von-Weiszäcker functional.

Here, we just recall the expression of the finite temper-
ature TF free energy F0 [ρ (r) , Ri]

F0 [ρ,Ri] =
1

β

∫
dr

[
ρ (r) Φ (r)− 2

√
2

3π2β
3
2

I 3
2

(
Φ (r)

)]

+

∫
dr v(r, Ri)ρ(r)

+
1

2

∫
drdr’

ρ(r)ρ(r’)

|r− r’|
+ Fxc[ρ(r)], (2)

where Ri stands for the nuclei positions and ρ(r) is the
electron density that minimizes the free energy F0. Iν
is the Fermi integral of order ν and β the inverse of the
electronic temperature kBTe. The total screened poten-
tial Φ [r] is defined by

ρ (r) =
2
√

2

π2β
3
2

I 1
2

(
Φ (r)

)
. (3)

For the exchange-correlation term Fxc, we take the
form proposed by Perrot [18]. The external potential
v(r, Ri) represents the Coulomb attraction of the nuclei.
In OB method, electrons are separated into valence and
core electrons, that are frozen in the pseudo-potential
while in OF method, the electrons all interact with the
external potential. These frozen-core electrons were
suspected by Rüter and Redmer [10] to be the origin
of the failure of OB simulations to reproduce the data.
However, we find that OF simulations at equilibrium
(Ti = Te = 10 eV), in which all electrons interact with
the potential, also do not agree with the experimental
results. We emphasize that in OF simulations there is
no need of pseudo-potential. The only modification of
the external potential is a regularization at the origin to
avoid the well-known divergences of the Thomas-Fermi
solution. Convergence of the results with the cutoff
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radius is discussed in [17] but is not critical here due to
the rather low ionic temperature. The cutoff radius is
taken here at 0.3 ai and, as a check, we ran a simulation
with a cutoff twice smaller without noticeable changes
except on the computer time. In the following, we
present results obtained with full 3-dimensional OF
molecular dynamics code for a system of 432 atoms;
whereas quantities such as the atomic form factor and
regularized potentials are obtained within TF average
atom model, a spherical average atom version of the OF
method.

As a guide to determine the ion temperature Ti that
leads to the best structure factor to reproduce the ob-
served ion feature, we use the concept of an effective
one-component plasma (OCP). The idea is to measure
the strength of the coupling of a coulombic system by
a comparison of its structure (here ion structure factor)
with the OCP model [19]. As recalled in Fig. 1 in Ref. [9],
the OCP realizes the transition from a purely kinetic sys-
tem at low Γ coupling to a Wigner crystal at Γ greater
than 178, crossing a strongly-coupled liquid-like regime
for 20 < Γ < 120. For liquid metals and plasmas, an
effective OCP can be defined by an adjustment of its
ion structure factor with tabulated OCP structure fac-
tors. This prescription defines an effective OCP coupling
parameter [20], Γeff , and hence an effective ionization
state Q. This procedure has been successfully used in a
recent study of isochorically heated dense tungsten, ex-
hibiting the so-called Γ-plateau feature [21, 22]. Never-
theless, some caution is in order since, if it is possible to
search for the best agreement between pair distribution
functions, the static structure factors of real (screened
systems) cannot fully agree with OCP at vanishing k due
to the compressibility sum-rule [23]. With these caveats
in mind, the comparison between the HNC-Y-SRR struc-
ture factor of Ref. [9] with the OCP one, shown in Fig. 1,
suggests a coupling parameter between 50 and 60, rather
than a value of 12 as indicated in [9] on the basis of equal
ion and electron temperatures. Fixing the aluminum va-
lence at Q = 3, an ionic temperature of 2 eV realizes this
coupling.

The ion structure factor is not directly accessible in
XRTS experiments but is modulated by the atomic form
factor to form the observed ion feature [6]. Following
Chihara, the ion feature is approximated by [25]

|fI(k) + q(k)|2 Sii(k)δ(ω), (4)

where Sii(k) is the ion structure factor. fI(k) is known
as the ion form factor and q(k) as the screening density,
the sum of which defines the atomic form factor. Rüter
and Redmer [10] have used Hubbell’s tabulated atomic
form factor for isolated atoms at zero temperature [24].
Since these tables are computed at zero temperature, it
seemed to us preferable to recompute the atomic form
factor within the Finite temperature TF average atom
model. The total electronic density around a given nu-
cleus is spitted into a ionic contribution fI(k) and a free
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FIG. 2. (Color online) Atomic form factor for aluminum at
8.1 g/cm3and Te = 10 eV. Black circles are Hubbell’s tabu-
lated results [24]. (Blue) solid line is the full TF atomic form
factor, the dashed line is the ion form factor fi(k) and dot-
dashed the screening term q(k). Same symbols in red show
Souza’s results [11]. Triangles are the atomic form factor de-
duced from Fig.2 of [9]. The grey area shows the region where
the maximum in ion feature occurs.

electron gas q(k) by writing the electronic density as

ρe(r) = [ρe(r)− ρe(rws)] + ρe(rws) (5)

where ρe(rws) is the Thomas-Fermi density at the edge
of the spherical average atom model. The atomic form
factor, defined as the Fourier transform of the density

F (q, Z) = 4π

∫ ∞
0

ρe(r)
sin(qr)

qr
r2dr, (6)

splits naturally into the two contributions represented in
Fig. 2. We note that the screening term q(k) has a lim-
ited range in k and that the ion form factor fI(k) quickly
merges with the Hubbell’s data. The sum of the two con-
tributions at the origin yields the total number of elec-
trons Z. The comparison with the average atom results
of Souza [11] is shown in Fig. 2. As expected the TF so-
lution slightly overestimates the ionization and thus the
screening component has a larger range in k. Neverthe-
less, both atomic form factors are very close to Hubbell’s
data. We have also extracted the atomic form factor used
by Ma et al. [9] that links the ion structure factor to the
ion feature. As shown in Fig. 2, the Ma atomic form fac-
tor is slightly larger than Hubbell or TF in the region of
the maximum of the experimental data.

Finally, the ion feature calculations are shown in Fig. 3.
We first show the results of our OF equilibrium simula-
tion with Te = Ti = 10 eV at 8.1 g/cm3. To compare
with the work of Rüter [10], we have used Hubbell’s ta-
bles to compute the ion feature. Our result (dashed line)
is very close to Rüter’s result (dot-dashed line), and also
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FIG. 3. (Color online) Circles with error bars are the experi-
mental data of Ma et al [8]. Dashed line (blue) and dot-dashed
line (blue) are the ion feature computed from an equilibrium
simulation Ti = Te = 10 eV with present OF and Rüter’s
OB simulations [10] respectively . The non-equilibrium OF
simulation results, 8.1 g/cm3, Ti = 2 eV, and Te = 10 eV are
represented by the grey (brown) area using Ma form factor
(highest limit) or Thomas-Fermi atomic form factor (lowest
limit). Note that the x-axis is logarithmic to emphasize the
region around 4 Å−1

.

to Souza’s result [11]. The corresponding ion structure
factor is in agreement with a coupling parameter of Γ
=12. We now turn to the nonequilibrium OF simulations.
From the effective OCP model we have chosen an ionic
temperature of 2 eV fixing the electronic temperature at
10 eV. Because the resulting ion feature strongly depends
on the model of the atomic form factor, we presented in
Fig. 3 two different models and shaded the region grey
(brown) in between. The highest signal corresponds to
the same atomic form factor as used by Ma et al. in
Ref. [9] and the lowest one to a Thomas-Fermi atomic
form factor (see Fig. 2). The solid (black) curve shows
the ion feature published in Fig. 8 of Ref. [9], which re-
sults from the application of a k-vector blurring to the
model, similar to those experienced in the experiment.
The results are computed from our ion structure factor
shown in Fig. 1, which is close to the HNC-Y-SRR result
but without any fitting parameters.

Although our nonequilibrium OF simulations with dif-
ferent ion and electron temperatures reproduce the XRTS
measurements, the reason why the ions could be colder
than the electrons in a laser shock experiment remains
obscure. Furthermore, the temperature relaxation be-
tween ions and electrons is expected to occur on a very
short time scale in this WDM regime. The relaxation
rates given by the kinetic theory [26] are no longer valid
in this regime, but the coupled-mode approaches indi-
cate that the relaxation time scales are a factor of 100

higher than the kinetic predictions [27]. This leads us to
estimate that any temperature decoupling between ions
and electrons should last no more than around 500 ps.
With the high temporal resolution of XRTS measure-
ments, varying the delay between pump and probe could
track the relevant relaxation process. Recently, White
et al. [28] used time-resolved X-ray diffraction to study
electron-ion equilibration in graphite heated by fast elec-
trons; this result indicates similar time scales.

As an alternative, the nonequilibrium simulations with
different ion and electron temperatures could actually
mimic a transient, or metastable, out-of-equilibrium state
after aluminum has melted. Indeed, three-fold com-
pressed aluminum at a temperature of 10 eV is far from
the corresponding melting temperature [12]. The relax-
ation of the ion structure factor toward its equilibrium
form requires a rearrangement of the spatial configura-
tions of ions. Such a strong nonequilibrium situation
was recently observed for carbon in a similar experiment
[29]. The time scale for such a rearrangement can be
estimated from the diffusion time τ = R2/D, with D
the diffusion coefficient and R a characteristic correla-
tion distance. An upper bound to this diffusion time,
obtained with R ∼ 10ai and an OCP estimate of D at
1 eV and 8 g/cm3 [30], could not exceed around 100 ps.
Again, new XRTS experiments are called for to track this
phenomenon.

In summary, we conclude that the interpretation of
the Ma et al. aluminum experiment on XRTS elastic
scattering [8, 9] is not supported by equilibrium ab ini-
tio simulations [10, 11]. We also do not agree with the
suggestion of the role of core electrons hardening inter-
actions, since the same equilibrium calculation with an
(all-electrons) OF methods leads to the same structure
than a (pseudo-potential) OB one. More likely, we sus-
pect that a nonequilibrium situation is at the heart of
this discrepancy. An OF nonequilibrium calculation with
Ti = 2 eV and Te = 10 eV produces a static structure
factor in excellent agreement with the one used to in-
terpret the experiment with an arbitrary core correction.
The translation of this ion structure factor into a ion fea-
ture involves the square of the atomic form factor, which
produces an amount of scatter in the results depending
on the theoretical model. Whether this temperature de-
coupling is actually at play, or ions are in a transient,
or metastable, state after aluminum has melted, is still
an open question. The very short timescales of relax-
ation in these out-of-equilibrium states should motivate
new experiments with different delays between pump and
probe.
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