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We report the first systematic study of the ejected charge dynamics surrounding laser-produced 30-
nm warm dense gold films using single-shot femtosecond electron shadow imaging and deflectometry.
The results reveal a two-step dynamical process of the ejected electrons under the high pump fluence
conditions: an initial emission and accumulation of a large amount of electrons near the pumped
surface region followed by the formation of hemispherical clouds of electrons on both sides of the film,
which are escaping into the vacuum at a nearly isotropic and constant velocity with an unusually high
kinetic energy of more than 300 eV. We also developed a model of the escaping charge distribution
that not only reproduces the main features of the observed charge expansion dynamics but also
allows us to extract the number of ejected electrons remaining in the cloud.

PACS numbers:

Zapping target materials with intense, ultrashort laser
pulses is the most widely used technique for producing
high-energy density plasmas in the laboratory and fa-
cilitating applications such as laser micromachining [1],
pulsed laser deposition [2, 3], plasma acceleration of rel-
ativistic high-energy charged particles [4], and inertial
confinement fusion [5]. The intense laser-matter interac-
tion associated with this method is quite intricate and
involves an array of interesting physical processes includ-
ing energy transport and exchange among subsystems,
electron emission and recapture, charge separation, for-
mation of transient magnetic fields, and implosion hydro-
dynamics. Disentangling this complex interaction relies
on in-depth understanding of the deposition and redis-
tribution of the laser energy in the targets as well as
knowledge of the subsequent plasma dynamics. Most
optical measurements of laser-induced plasma dynam-
ics have been conducted using time-of-flight mass spec-
troscopy [6], time-resolved optical microscopy [7], opti-
cal emission spectroscopy [8, 9], and shadowgraphs [10].
These techniques have provided important insights into
the processes of plasma formation and evolution but fall
short of directly detecting the transient electric fields and
the associated charge distribution and expansion dynam-
ics.

Ultrafast electron shadow imaging and deflectometry
[11–14] have recently emerged as new tools for probing
charge and plasma dynamics via direct sensing of the cor-
related transient electric fields in real time. Warm dense
matter (WDM) [15–17] has been the focus of these in-
vestigations because it is both central to understanding
the convergence between condensed matter and plasma
physics and relevant to broad research areas including
shock physics [18], inertial confinement fusion [5], and
planetary physics [19]. These studies have revealed that
under the intense pump conditions of the widely used ide-
alized slab plasma approach to create single-state WDM
[20, 21] in the laboratory, significant numbers of hot elec-

trons can be ejected from WDM targets by thermionic
emission (TE), multiphoton photoemission (MPPE), or
thermally assisted MPPE [22–26]. This ejection may
break the charge neutrality and reduce the excitation en-
ergy density in the targets [27], thus altering subsequent
formation and characteristics of WDM [15, 28]. To ad-
dress these important issues, we conducted the first sys-
tematic measurement of the ejected charge cloud dynam-
ics in the vicinity of a warm dense (WD) gold nanofilm
using ultrafast electron shadow imaging and deflectom-
etry in a single-shot mode. Based on these measure-
ments, we developed a model for formulating the three-
dimensional charge distributions of the ejected electrons,
which allows us not only to reproduce the major features
of the observed charge expansion dynamics but also to
extract the number of ejected electrons.

The experimental setup of ultrafast electron shadow

FIG. 1: (Color online) Schematic of ultrafast electron shadow
imaging and electron deflectometry. The pump laser strikes
the sample from the right side, and the vertical white line
marks the original film position.
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imaging and deflectometry was similar to that used in
our previous work [11–13]. Fig. 1 shows the pump-probe
geometry at the sample position. The sample is a 30-nm-
thick freestanding gold film supported by a nickel mesh
with a square mesh size of 386 µm. In the experiment, the
WDM film was created by focusing 50-fs optical pulses
on a 70-µm spot on the film surface, and the subsequent
plasma dynamics were probed by passing 40-keV electron
pulses across the plasma region. On average, each elec-
tron pulse contained roughly 2500 electrons and had a
temporal duration of ∼300 fs. For most of the measure-
ments, the absorbed laser fluence was set at 3.0 J/cm2,
approximately 10 times higher than the ablation thresh-
old of gold film. Therefore, the measurement had to be
obtained in a single-shot mode, selecting a new sample
position for each laser shot.

In the shadow image experiment, the electron beam
transported freely with a relatively large beam diameter
of 1.5 mm so that the overall feature of the transient elec-
tric field at both the front and the back sides could be
tracked by recording and analyzing the distorted beam
intensity profile (shadows). In the more quantitative de-
flectometry measurement, a specially designed metal disk
containing two 50-µm pinholes positioned 400 or 600 µm
apart was placed before the sample to create two confined
electron beams passing parallel to the sample surface. By
tracking the position changes of the deflected beam cen-
ters, we measured the transient electric field strength at a
given passing distance-defined as impact parameter-from
the film surface on both sides simultaneously.

Overall, the shadow images exhibited a temporal be-
havior similar to that observed previously with optically
pumped metal slabs [11, 12]. After optical excitation,
hemispherical shadows developed on both sides of the
gold film and gradually increased in size by expanding
further into the vacuum with time. The shadow radii
showed a linear time dependence (see Fig. 2), indicat-
ing that the expansion rate of the charge cloud (shadow)
is nearly isotropic and constant. After reaching 300 µm
in approximately 20 ps, the front shadow edge gradually
became blurry, with a concurrent fading of the shadows.
Also, at a given time delay, the shadow size in front was
larger than that in back.

Because shadow size correlates with the number of the
ejected electrons, a larger shadow size in front of the film
indicates a larger number of ejected electrons. Two mech-
anisms, MPPE and TE, contribute to this phenomenon
[13]. In gold, MPPE requires at least four 800-nm pho-
tons to emit an electron at the Fermi level. Owing to
this nonlinear relation, MPPE is much more pronounced
in the front than in the back because of the short opti-
cal penetration depth: ∼10 nm in gold at a wavelength
of 800 nm. MPPE is nearly instantaneous and ceases
after the laser pulse. By contrast, TE becomes signif-
icant after conduction electron reaches a high electron
temperature (Te) via electron thermalization. At the ab-
sorbed fluence of 3.0 J/cm2, Te is approximately 6.9 eV,
estimated using temperature-dependent electronic spe-
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FIG. 2: (Color online) The radii of the hemispherical shadows
at front and rear sides as a function of time delays. Solid red
line and dashed blue line are linear fits with slope (1.3 ± 0.2)
× 107 m/s and (5.8 ± 0.3) × 106 m/s for front and rear sizes,
respectively.

cific heat [29, 30] and assuming that all the absorbed
energy is retained in the electron subsystem. Therefore,
electrons with energy above the vacuum level can escape
from the WD gold film. This process usually lasts sev-
eral picoseconds or longer until the Te drops much lower
than the vacuum level after electron-phonon thermaliza-
tion and the electrons lose energy via TE. On the back,
the number of TE electrons could be significantly less
than that on the front if electron transport across the
film has been somehow impeded [27, 28]. Overall, the
intensity of MPPE is proportional to the fourth power of
pump intensity, whereas that of TE depends linearly on
the total absorbed energy.

Single-shot electron deflectometry measurements were
also carried out to monitor the transient electric field in
the vicinity of the laser-produced WD gold nanofilms. In
the experiment, no apparent change in the beam profile
was observed. Accordingly we used its center of mass
to track the beam position. Fig. 3 shows the center of
mass deflections as a function of time delays for both the
front and the back with different impact parameters. In
general, these beam deflection curves exhibit similar tem-
poral behavior, rapidly approaching a positive maximum
value followed by retracting and overshooting (negative
deflection) to a negative maximum deflection before fi-
nally returning to the original position. The time to reach
maximum deflection displays a linear dependence on the
impact parameter, as shown in the insets in Fig. 3. By
performing a linear fit, we extracted two effective rates-
(1.2 ± 0.1) × 107 m/s in the front and (6.1 ± 0.3) × 106

m/s in the back-that are essentially the same as the speed
of shadow edge motion obtained in the shadow imaging
measurements (see Fig. 2). In reality, these two rates are
correlated, because the probe beam is deflected backward
toward the film once the front edge of the ejected charge
cloud has passed beyond the probe beam. These rates
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FIG. 3: (Color online) Deflection curves at different impact
parameters at front (a) and at rear (b) sides of 30-nm gold
film. The uncertainty of any given impact parameter is about
9 µm. Inset: charge cap size vs. time delay.

also agree well with those of a recent study [31] performed
under similar experimental conditions.

Below we introduce a model of the ejected charge dis-
tributions to reproduce the results of the above shadow
image and beam deflection measurements and calculate
the number of electrons remaining in the escaping charge
clouds. After intense optical excitation, a large num-
ber of electrons are ejected by MPPE and TE. Due to
the space-charge (SC) effect [32–35], the ejected charge
cloud undergoes self-expansion, pushing the electrons on
the far side farther into the vacuum and the electrons
closer to the film back to the film surface. The shadow
image and beam deflection measurements have revealed
a nearly hemispherical distribution of the ejected charges
escaping at an isotropic and constant expansion rate. In
addition, the probability of an electron escaping across
the surface is dictated by the escape depth: ∆ = λ cos(θ),
where λ is the electron inelastic mean free path, and θ
is the electron escape angle with respect to the surface
normal [36]. Considering all the above conditions, we
assumed that the escaping charge cloud also has a spher-
ical shape with a density satisfying a cos(θ) distribution.
That is, the charge cloud could consist of a continuum of

thin concentric hemispherical shells with a charge density
expressed as follows:

ρ(r, θ, t) =
Q

πR2
δ(r −R(t)) cos(θ) (1)

where r is the distance to the shell center, θ is the polar
angle, Q is the total charge on the sheet, and R is the shell
radius at a given time delay t. Considering the relatively
large shadow size (charge cloud size) of tens of microns as
well as the short Debye length (λD = 0.58 Å) in gold, we
can ignore the grainy nature of the gold film and treat
its surface as an ideal grounded flat surface. Thus, at
the front of the film, the shell charge distribution given
by Eq. (1) together with its image charge generate an
electric field that is dipolar outside the shell (pointing
toward the surface) and uniform inside the shell (pointing
away from the surface).
In the deflectometry measurement with an impact pa-

rameter b of 150 µm, the 40-keV electron beam traveled
through the interaction region (approximately 2b [11])
in approximately 2 ps. During this period, the charge
cloud expanded only approximately 20 µm-an expansion
much smaller than the impact parameter. Thus, to the
first approximation, we assumed that the charge cloud
remains static, and the probe beam takes a snapshot of
the transit electric field at a preset delay time. We can
also neglect the contribution of the transient magnetic
field to the beam deflection because of its negligible field
strength for the current pumping intensity of 6 × 1013

W/cm2 and the probe geometry used in our experiments
[37, 38]. Under these conditions, the beam deflection at
the detector due to one dipole sheet is given by the fol-
lowing:

∆b =















eQL

3πε0K

R

b2
, R < b

eQL

3πε0K

R3 −
(

R2 + 2b2
)√

R2 − b2

R2b2
, R > b

(2)

where L is the distance from the film to the detector, and
K is the kinetic energy of the probe electrons. Given L
and K, the deflection ∆b is a function of R(t), b and Q,
with the timing implicitly contained in R.
This model reproduces the main features of electron

shadow imaging and deflection measurements. It pre-
dicts that the deflection curves obtained at different im-
pact parameters b can be rescaled to a universal curve,
∆b ·b versus R/b, as long as the total charge Q, the beam
energy K, and the camera length L remain unchanged.
Fig. 4 shows the rescaled deflection curves acquired by
normalizing the deflection data in Fig. 3 with their im-
pact parameters. For both the front and the back (not
shown in Fig. 4), all the normalized deflection curves fall
into their own respective universal curves. The model
prediction, generated by assuming the conservation of
ejected chargeQ, is plotted as a dashed blue line in Fig. 4.
To extract the amount of charge contained in the self-

expanding charge cloud, we fit the universal scaled curve



4

-40 -20 0 20 40 60 80 100 120

-400

-200

0

200

400

600
 

 

 z=100 µm
 z=200 µm
 z=300 µm
 z=400 µm
 z=500 µm
 Single-Sheet Model Fit 
 Gaussian-sheet Model Fit

N
or

m
al

iz
ed

 d
ef

le
ct

io
n

bb
 (a

rb
. u

ni
ts

)

Normalized time delay t/b (arb. units)

error bar

0 1 2 3
0

1

2

3

4

10
-6
 C

ha
rg

e 
am

ou
nt

Pump fluence (J/cm2)

FIG. 4: (Color online) Rescaled front deflection curve. Inset:
The amount of ejected charge at front surface as a function
of absorbed fluences.

as a superposition of the deflections from a distribution
of dipole sheets formulated above. In the fit, we assumed
that the actual charge cloud contains a continuous dis-
tribution of dipole sheets. The weight of each sheet con-
tribution to the beam deflection is regulated by its total
charge, and the amount of charge on each sheet follows a
Gaussian density profile along the radius that is centered
at an effective R with a width of 2

√
2 ln 2σ, where σ is one

standard deviation and proportional to R. The fitting re-
sults, with σ = (0.40 ± 0.04)R, an expansion velocity υ
= (1.0 ± 0.1) × 107 m/s and a total charge Qtot = (3.7 ±
0.2) × 106 electrons per pulse, are plotted as a solid red
line in Fig. 4. With this generalized model, agreement
with the experimental results is quantitatively improved.
Following the same protocol, we determined the ejected
charge at the back to be (9.1 ± 0.2) × 105 electrons. We
also measured the dependence of the deflection ampli-
tude on the absorbed fluence, and the results are shown
in the inset in Fig. 4. The amount of charge Qtot, or the
maximum defection, displays a clear linear dependence
on the absorbed fluence, indicating that TE dominates
the electron ejection process when the absorbed fluence
is in the 0.3-3.0 J/cm2 range used in this study.

The amount of effective charge extracted from our elec-
tron shadow imaging and deflection measurements us-
ing the above calculation is on the order of 106 elec-
trons per shot (less than 1 electron per million atoms
in the laser excited volume). This number is signifi-
cantly smaller than the 1012 electrons predicted by the
Richardson-Dushman equation, assuming no blockade of
electron ejection [39]. We believe that the strong SC
effect [32–35], which is concomitant with the electron
emission process, is responsible for this discrepancy. The
earliest emitted electrons tend to prevent the remaining
hot electrons from being effectively ejected. In addition,
the ejected charge cloud with high charge density under-

goes self-expansion, pushing the electrons on the far side
farther into the vacuum and the electrons closer to the
film back to the film surface. Consequently, only a small
portion of the entire ejected electrons are preserved in
the escaping charge clouds. As proposed in other recent
studies, the electron emission yield is reduced to below
1% even at a relatively low absorbed fluence of 1 mJ/cm2

[35, 40], and further reduction is expected at a higher
absorbed fluence [39]. Furthermore, many ejected elec-
trons might remain right above the film surface and form
a nanometer-thick electron sheath of high charge density
[41]. This sheath would shield the electric field of the pos-
itively charged film left behind and reduce its influence on
the passing probe electron beam. Owing to the combined
effect of the electron sheath and the suppression of elec-
tron emission and escaping by the SC effect, only a very
small portion of ejected electrons, showed up in our mea-
surements. The energy removed by escaping electrons is
estimated to be 2.5 × 10−10 J, much smaller than the
absorbed energy of 1.5 × 10−4 J per pulse. Therefore,
the escaping electrons alone should minimally reduce the
excitation energy density of the WDM target.

An interesting observation revealed in this work is the
ultrafast formation of hemispherical charge clouds that
escape into the vacuum at a nearly isotropic and con-
stant velocity of ∼1.0 × 107 m/s (∼300 eV). Although
the detailed creation dynamics remains to be resolved, we
believe that the strong SC field induced by the emission
of a large amount of low-energy electrons in an ultrashort
picosecond or subpicosecond time scale again plays a cru-
cial role. In addition to quenching the electron emission,
the strong SC field accelerates the earlier ejected elec-
trons to a high velocity on a time scale of a few picosec-
onds or shorter [40, 42]. The unusually high electron es-
caping kinetic energy of more than 300 eV indicates that
the initial number of the ejected electrons (electron den-
sity) should be much higher than the electrons remained
in the escaping charge clouds. All the above observa-
tions imply a two-step charge ejection dynamics under
the high pump fluence conditions: an initial emission
and accumulation of a large quantity of electrons near
the pumped surface region followed by the formation of
high energy charge clouds escaping into the vacuum at a
nearly constant velocity. High-energy electrons of 30 eV
produced by the SC effect were observed in a previous
study of a femtosecond-laser-pumped gold single-crystal
sample (Te = 1 eV) [39]. Notably, once the ejected charge
cloud reaches this stage of high kinetic energy, it pre-
serves its high expanding velocity and shape in the sub-
sequent expansion because the electric potential energy
stored in the charge cloud is only about one-tenth that of
the cloud kinetic-too small to alter the charge dynamics.
The formation dynamics of this high-energy charge cloud
in the initial stage of the laser-produced WDM nanofilms
can provide a detailed knowledge of the two-step charge
ejection dynamics revealed in this study and would be a
compelling research topic for further investigations.
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