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We present recent result of equation of state (EOS) measurements of shocked silica (SiOz) aerogel
foam at the OMEGA laser facility. Silica aerogel is an important low-density pressure standard used
in many high energy density experiments, including the novel technique of shock and release. Due to
its many applications it has been a heavily studied material and has a well known Hugoniot curve.
This work then complements the velocity and pressure measurements with additional temperature
data providing the full EOS information within the warm dense matter regime for the temperature
interval of 1 — 15 eV and shock velocities between 10 and 40 km/s corresponding to shock pressures
of 0.3 — 2 Mbar. The experimental results were compared with hydrodynamic simulations and
equation of state models. We found that the measured temperature was systematically lower than
suggested by theoretical calculations. Simulations provide a possible explanation that the emission
measured by optical pyrometry comes from a radiative precursor rather from the shock front, which
could have important implications for such measurements.

PACS numbers: 52.25.Kn, 52.65.Yy, 52.65.Kj, 52.70 Kz

I. INTRODUCTION

standard Hugoniot type EOS experiments [16, 17]. These

The equation of state of light elements at high densities
and moderate temperatures falling in to the warm dense
matter (WDM) regime is essential to understanding the
structure of Jovian planets as well as inertial confine-
ment fusion (ICF) experiments [1-3]. In these systems
quantum degeneracy and strong inter-particle forces are
significant, making the theoretical description of WDM
extremely challenging. Here we present results from a
combination of experimental techniques used to charac-
terize thermodynamic properties of SiO5 aerogel foam at
warm dense conditions created by a laser of variable in-
tensity driving a strong shock.

Low density foams are utilized in a wide range of high
energy density (HED) experiments and plasma physics
related work including laboratory astrophysics, planetary
science, basic science, shock physics, and have also been
used as pressure standards for other EOS experiments
[4-11]. A particularly important use is for radiation
transport experiments, where these materials have be-
come a standard for testing our methods and approaches
to understanding radiation flow [12-15]. Because many
of these HED experiments are highly integrated, they
must rely on simulations for the comparison to models.
In many instances, the simulation results can be sensitive
to uncertainties in the equation of state models of these
low density materials and they can be especially sensitive
to the material temperature and compressibility. For this
reason, accurate measurements of the equation of state
and especially of the temperature of the material at a
given state are needed to restrict the modeling of these
experiments, the radiation flow experiments in particular
[12-15).

Typically, temperature information is not obtained in

experiments determine the internal energy, pressure, and
density for materials at a given state. However, some
experiments have used visible pyrometry to attempt to
determine the temperature in shock experiments [18, 19].
This approach was met with limited success, but at
present is generally perceived as the best alternative at
moderate to low temperatures, perhaps in the range of 5
eV or less. The approach has been used in a variety of
experiments and has also been successfully used at large
HED laser facilities [20, 21].

Based on such results, we have carried out an exper-
imental effort to measure the temperature in shocked
aerogel foam using visible pyrometry. These experiments
were conducted using the OMEGA laser at the Labora-
tory for Laser Energetics (LLE) [22]. The experiments
were carried out at previously measured Hugoniot condi-
tions [5, 6] where the energy and density of the shocked
foam is well-known in order to tightly constrain the equa-
tion of state models and the temperature measurements.
We obtained temperature measurements in the range of
0.3—2 Mbar for shocked aerogel foam initially at a density
of 0.2 g/cm®. The temperature was determined by the
use of the streaked optical pyrometer (SOP) at OMEGA
[20, 21]. The density and pressure of the aerogel were ob-
tained using the latest Knudson EOS [6] from shock ve-
locity measurements by the velocity interferometer of any
reflector (VISAR) at OMEGA [23]. We then compare to
both a standard theoretical model and to calculations
based on quantum molecular dynamics (QMD) [24] and
find a disagreement between the models and our mea-
surements. To understand the disagreement, radiation
hydrodynamic simulations with high resolution using the
RAGE code [25] were carried out of the shock front mov-
ing through the foam. These simulations provide an ex-



planation for the difference between our measurements
and theoretical predictions, namely that a radiative pre-
cursor precedes the shock in the foam. This results in
a reduced radiative flux escaping the shock front, com-
promising the pyrometry measurement and suggests such
detailed studies may be required to understand previous
experiments that use this technique which could impact
a large number of plasma physics experiments both at
lasers as well as other HED facilities.

This article is divided into several sections. Section I.
is the introduction. The experiment is described in Sec-
tion II. The experimental results are presented in Section
II1., which includes two subsections for VISAR and SOP
analysis respectively. Section IV then includes compar-
ison with equation of state models, hydro simulations,
which included a discussion about temperature measure-
ments and comparison with calculated reflectivity of the
shocked aerogel within three subsections. The work is
concluded in Section V.

I1I. EXPERIMENT

The experiment was carried at the 60-beam, 30-kJ
OMEGA laser facility at the University of Rochester [22].
Twelve laser beams at variable intensity raging between
5.0 x 1012 W/em? and 2.2 x 10'* W/cm? and duration
of 7 ns were incident onto a plastic ablator. The re-
sultant rapid expansion of the ablated target material
drives a strong shock through the remainder of the pla-
nar target sandwich of quartz and SiOy aerogel foam.
This strong shock then compresses and heats the stud-
ied aerogel sample creating the desired WDM conditions.
The drive beams were frequency-tripled providing the 3w
(A = 351 nm) laser output to increase the laser-plasma
coupling efficiency [26]. The beams were incident onto
the target at two cones around the target normal at an-
gles of 23° and 48° and their spatial profile was smoothed
with distributed phase plates and polarization rotators
[27, 28].

The target and laser setup is shown in Fig. 1. The
target is a “sandwich” of several materials enclosed by a
25 pm thick gold cone which acts as a radiation shield for
any direct laser light or emission from expanding plasma
on the laser side that could make its way into the line
of sight of the diagnostics. The target consists of 25 um
thick plastic (CH) ablator, 125 pm thick a-quartz, and
SiOy aerogel foam with a 40 pm step on the back side
with a total foam thickness 100 — 140 pm. Some of the
targets also had a LiF window on the back, those did
not have any step on the foam. Each target also has a
50 pm thick Ta washer with 0.8 mm wide viewing aper-
ture to restrict the view of the velocity and temperature
measurements.

The strong shock produced by the ablation of the plas-
tic is first launched in the quartz and then transmitted
into the aerogel. Quartz is a well studied pressure stan-
dard with known EOS and thermal properties and thus
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FIG. 1: Schematic of the target set up with the laser drive
coming from the top of the image incident onto a plastic ab-
lator inside 25 pm thick gold cone. The target consists of
25 pm thick CH ablator, 125 um thick a-quartz, and SiOq
aerogel foam with a 40 pm step on the back side (total foam
thickness was 100 — 140 pm).

excellent material to be used as a pusher in these exper-
iments for the study of aerogel properties [21, 29, 30].
Another advantage of the use of a-quartz is its trans-
parency to optical light, which is crucial for continuous
shock velocity measurements by VISAR which operates
in the optical regime. The transparency of quartz was
also utilized in the experiments for absolute reflectivity
measurements of the silica foam [21].

The VISAR was used to directly measure the veloc-
ity of the shock wave U; as it propagated both through
the quartz and later through the foam. The line-VISAR
system at the OMEGA facility consist of a laser operat-
ing at 532 nm and two interferometer arms coupled with
optical streak cameras, full description of the instrument
can be found in Ref. [23]. By using two independent
interferometers with different optical delays the velocity
measurements from each arm can be matched to remove
the 27 phase discontinuities in fast shock measurements
[23]. This system produces a continuous record of the
shock velocity history as well as a 1-D image of the spa-
tial profile of the shock.

The emission temperature of the shocked aerogel was
measured by streaked optical pyrometry [20]. The SOP
diagnostic is an absolutely calibrated optical streak cam-
era coupled with a CCD detector which utilizes a series
of ND filters, slits and optical components to temporaly-
resolved record self-emission from the shock front using
an optical streak camera in a narrow wavelength band
around Ay = 684 nm, for more detail on the instrument
setup see Ref. [20]. This diagnostic records an absolutely
calibrated intensity trace of the emission from the front



of the shock wave with ps temporal resolution. The tem-
perature is then extracted from the measured intensity
trace within the narrow spectral window with black or
gray body emission [20, 31]. SOP has been used as a
standard diagnostic to measure temperature of plasmas
for various types of experiments and materials [32-38].

III. RESULTS
A. VISAR analysis

The line-VISAR system at OMEGA was used to pro-
vide a continuous record of the shock velocity Uy evo-
lution during the experiment both in quartz and the
silica aerogel. The shock velocity was calculated from
the measured phase shift recorded by each of the two
interferometer arms using known parameters, the sys-
tem and analysis method is described in detail in Ref.
[23]. The thermodynamics of the single-shock propagat-
ing through the steady material is governed by the Hugo-
niot relations derived from the mass, momentum and en-
ergy conservation across a single shock front independent
of the EOS [31]. The Hugoniot relations P =poU,U, and
p=poUs/(Us—U,) are then used to determine pressure P
and density p of the shocked material based on the mea-
sured initial conditions (marked with 0 subscripts) and
shock velocity Us [16, 17, 29].

The particle velocity U, in shock compression exper-
iments is usually found from the measured shock speed
Us and the EOS of a standard material by the use of
impedance-matching (IM) [5, 31]. The values for Up,
which are required to calculate shock pressure, can also
be found using the U,-U; relationship for silica aerogel
from SESAME table 7387 [42]: Uy = 0.507+1.20274x U,
which are in excellent agreement with precise shock and
particle velocities measurements by Knudson et al. using
the IM method [5, 6], which provided the relationship of
Us = —0.45(£0.17) 4 1.26(£0.01) x Up. These relation-
ships also agree very well with other experimental data
by Miller, Boehly et al. [39, 40], and Vildanov et al.
[41], see Fig. 2. Our plots for each calculated value of U,
corresponding to individual shock velocity measurements
from VISAR are also shown in Fig. 2. The measured
range of shock velocities was 10 to 40 km/s, which gives
us the shock pressures of 0.3 — 2 Mbar.

B. SOP Analysis

The optical pyrometry system was used to record a
temporally resolved trace of the self-emission from the
front of the shock wave as it was propagating through the
silica aerogel in a similar manner to the VISAR system
described above [20]. At the conditions in this experi-
ment, the shock wave is optically thick to visible light and
thus the radiation temperature approaches the blackbody
distribution [31]. The SOP can thus be used to measure
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FIG. 2: Comparison of shock and particle velocity measure-
ments by Knudson et al. [5, 6], Miller, Boehly et al. [39, 40]
and Vildanov [41], with SESAME table 7387 [42]. Our mea-
surements (NIF-5) of the shock velocity and calculated values
of particle velocities are also included in the plot.

the temperature of the shocked foam by comparing the
measured emission intensity with a black or gray body ra-
diation distribution. In our case, the brightness temper-
ature of the self-emission radiation approaches the tem-
perature of the material with a finite reflectivity R value
thus the temperature of the shocked material was calcu-
lated with the gray body approximation [31]. According
to Kirchhoff’s law, the absorptivity and emissivity of a
gray body are equal at any given temperature and thus
under the gray body approximation the black body dis-
tribution is reduced by a constant factor (1 — R), where
R denotes the reflectivity [20, 31]. This method of tem-
perature measurement has been previously used for SiO9
as well as other materials [18, 19, 21].

It should be noted that since the date of publication of
Ref. [20] the streaked optical pyrometry instrument at
OMEGA has been modified, with several optical compo-
nents and the streak camera being replaced. As a result,
the calibration constants have changed, however the pro-
cedure of the analysis and relations to the black/gray-
body radiation remains the same. The gray body tem-
perature is obtained from the expression derived in Ref.
[20]:

Ty
In(1+(1-R)A/Isop)

T = (1)

where Ty = he/Ag is the characteristic temperature as-
sociated with the centroid of the SOP wavelength band
Ao, A is the camera signal integration constant defined
in Ref. [20], R is the reflectivity of the shocked silica
aerogel, Ispop is the digital output from the SOP diag-
nostic as measured by the CCD. In order to obtain the
new calibration constants Ty, A and the reflectivity of
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FIG. 3: Quartz reflectivity measurement as a function of
shock velocity from Ref. [21].

the silica aerogel R we used experimental data presented
by Hicks et al. in Ref. [21], where the temperature and
reflectivity of shocked a-quartz was measured as a func-
tion of shock velocity Us. Using these data sets we are
able to obtain the reflectivity values for quartz for a given
shock velocity, see Fig. 3. These values for reflectivity
of shocked quartz were obtained from Hill equation fit to
the data: Rgyuariz = Ro + (Rm — Ro) x U/(U + D™)
with constants: Rg = 0.004, R,, = 0.307, n = 9.7, and
D = 16.2. Then, since the output of the VISAR laser
is constant over the period of the measurement we could
use the change in intensity of the light reflected from the
shock as it was breaking out from quartz to the aero-
gel to obtain the reflectivity in the silica aerogel foam:
R= (Ifoam/unartz) X Iquartz'

The optical pyrometry measured both the temperature
trace from the quartz as well as from the silica aerogel
as the shock front was propagating through the target.
The intensity trace from SOP when the shock is moving
through the quartz is then used to find the contstants
A and Tj as fitting parameters between equation 1 and
the power law fit to data measured by Hicks et al. in
Ref. [21]: T =To+ Q x U, where centroid temperature
Ty = 1400 K, constant @) = 4.3, power n = 2.98 and Uj
is the shock velocity in quartz as measured by VISAR,
see Fig. 4. The average centroid temperature Ty was
found to be 5518.2 + 35.7 K and instrument sensitivity
constant A = 225.2 £ 25.9 and 633.6 £ 36.4 for the two
different experimental days respectively. The error in
temperature was estimated to be ~ 16% based on the
uncertainty in determination of the calibration constants,
the reflectivity of the aerogel from the VISAR trace and
jitter in the data. The resultant values of R as a functions
of the shock velocity are shown in Fig. 5.
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FIG. 4: Measured temperature of shocked a-quartz as a func-
tion of shock velocity from Ref. [21].
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FIG. 5: Reflectivity of silica aerogel from experiment, deter-
mined from VISAR and SOP data.

IV. DISCUSSION
A. Comparison to EOS models

We used the Los Alamos SESAME [42] equation of
state number 7387 for SiOs in both hydrodynamic simu-
lations and Hugoniot calculations. SESAME is a library
of tabular equations of state that typically cover very
wide ranges of temperature and density. To accommo-
date this large range, the theoretical models used [42]
incorporate correct limiting behavior and have enough
empirical parameters to match data where it is available.
Often, detail is sacrificed in favor of consistency over a
wide range of states. SESAME table 7387 [43] was devel-
oped for fused quartz using primarily data from the solid
and compressed liquid states corresponding to densities



p>22g/cmd.

The states of interest here for shocked aerogel lie at
densities of p ~ 1.1 g/cm®. This is between the critical
density, p. = 0.508 g/cm3 [44], and the solid density of
p = 2.2 g/cm®. The temperatures of interest are several
eV, and thus lie above the critical temperature [44] of 0.44
eV. Electronic excitations make an important contribu-
tion to the equation of state in this range, and bond dis-
sociation may come into play. SESAME equation of state
7387 represents the the energy and pressure as a sum of
cold, electronic excitation, and ion motion contributions
[43]. The electronic excitation term uses the Thomas-
Fermi-Dirac model [45], which is smooth and lacks shell
structure. The ion motion contribution is essentially an
interpolation between dense fluid and dilute gas limits in
this range. The EOS has no detailed representation of
bond dissociation, but it does include the cohesive en-
ergy.

As a theoretical benchmark that we expect to be more
predictive than the SESAME model, we have performed
quantum molecular dynamics simulations of states near
the aerogel Hugoniot [46]. QMD includes the effects of
bonding and electronic excitation self-consistently by si-
multaneously evolving the ion coordinates and the elec-
tronic states, which are described within the Kohn-Sham
formulation of density functional theory [47]. Our simula-
tions use the VASP code [46] with the PBE [48] exchange-
correlation functional. We use the projector augmented
wave method [49, 50] with 6 and 4 electrons electrons
treated explicitly for O and Si, respectively. The plane
wave cutoff was set to 500 eV, and only the I' point was
used for Brillouin zone sums. The ion temperature was
fixed using a velocity scaling thermostat, with the elec-
tron temperature [51] equal to the ion temperature. Most
simulations used 72 atoms. A small number of checks
with 144 atoms gave the same energy and pressure to
within statistical errors. We believe the calculations to
be converged with respect to numerical parameters, so
that the dominant error is the approximate exchange-
correlation functional. An indication of the size of this
error is that simulations of a-quartz at room temperature
and the experimental volume give a pressure of 3.2 GPa.
The simulations were done at densities of 1.06, 1.13, and
1.20 g/cm3, and at temperatures from 10,000 to 80,000
K in 10,000 K increments.

Hugoniot states were obtained by solving E(V,T) —
Ey = L(P(V,T) 4+ Py)(Vo — V), where E, P,V are the
specific internal energy, specific volume and pressure in
the shocked state, and subscripts 0 refer to the initial
state. In particular, Vy is the porous volume. In the
present calculations, Ey was taken to be the energy of
bulk amorphous silica. An amorphous configuration was
generated in QMD simulations by annealing the system
at liquid temperatures and quenching to room tempera-
ture several times, until the energy of the final state set-
tled down. The pair correlation functions for this state
agree well those obtained by Vashishta et al. [52].

The comparison of the experimental measurements of
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FIG. 6: Comparison of measured temperatures as a function
of shock velocity in silica aerogel with Saha calculations [53,
54], our QMD simulations and SESAME equation of state
7387 [42].

temperatures from SOP as a function of shock velocity
measured by VISAR with the quantum molecular dy-
namics calculations [24], SESAME table [42] and Saha
calculations [53, 54] for the same shock velocities is shown
in Fig. 6. There is a clear difference between the exper-
imental data and all of the theoretical models with the
experimental temperatures being consistently lower than
the theoretical predictions for the corresponding condi-
tions. This difference gets progressively greater with in-
creasing shock velocity. The explanation for this discrep-
ancy is proposed in the following section.

B. Simulations and Understanding the
Temperature Observations

To understand the discrepancy between our observed
temperatures and those expected in the strong shock so-
lution, we have run a series of simulations of the exper-
iment. For these simulations, we use the high-energy
density code Cassio developed at LANL combining the
Radiation adaptive grid Eulerian (RAGE) code [25] cou-
pled with an implicit Monte Carlo treatment [55]. We
model the laser source as a radiation source at the base
of the experimental target. The power of this source is
then varied to produce a range of drives and hence shock
speeds and temperatures. With these calculations, we
can calculate the particle velocity, shock velocity, shock
temperature and flux at the diagnostic for comparison
with the experiment and equation of state data. These
calculations use the SESAME equation of state in a tab-
ular form for all materials. In particular, we use the
SESAME 7387 equation of state for our SiO5 aerogel.



To get a better handle of the relevant physics in this
problem, we have run a suite of models changing the
physics in the code and the resolution of the silica aero-
gel region. We have varied the transport scheme (group
structure, flux-limited diffusion versus implicit Monte
Carlo), atomic physics (decoupling of ions and electrons
- “3T” and atomic levels out of thermodynamic equilib-
rium - “NLTE opacities”). For the most part, these vari-
ations had no effect on the results. The flux-limited diffu-
sion simulation lost more energy, driving a weaker shock,
but this lower energy mimicked a lower energy drive for
the implicit Monte Carlo simulation. We have also run a
broad suite of simulations with resolutions from 2.5 ym
down to 0.15 pm. These simulations converged on both
the shock velocity, shock temperature and flux at the
diagnostic at 0.3 pm.

Fig. 7 shows the temperature profile at the shock front
11 ns after the start of the energy deposition. Leading
the shock is a narrow pre-heated region. This preheated
region plays a significant role in determining the flux at
the diagnostic. The Rosseland mean free path for pho-
tons is also shown in Fig. 7. It is in this pre-heat region
that the material becomes optically thick and the “pho-
tosphere” of the shock is in this region. Our diagnostic
measures the flux, and the flux-inferred temperature, at
this photosphere. This flux-inferred temperature is much
lower than the shock temperature. Understanding our di-
agnostic results requires understanding the nature of this
preheated region.

The preheating ahead of the shock can occur for a va-
riety of reasons: non-thermal and thermal particles and
photons can diffuse ahead (or “break out”) of the shock,
heating the material above the shock. Numerical diffu-
sion can also artificially pre-heat the material just ahead
of the shock. To distinguish these physical and numerical
effects, we have run a series of convergence studies and
analytic tests.

Although non-thermal particles are produced by the
laser, the high optical depth in our ablator and a-quartz
will thermalize these photons before they reach the shock
front in the foam. Photons and ions at the shock front
can diffuse ahead of the shock. In astrophysics, this diffu-
sion is termed shock breakout and we will use the astro-
physics formalism to test the importance of this diffusion.
Breakout occurs when the shock velocity is less than the
diffusion velocity vgifusion at the front:

Vdiffusion = Ax/tdiffusion = Uion/(AxO_p) (2)

where Az is the width of the preheat region (to com-
pare to our numerical resolution, we set Az to the cell
size at the shock front ~ 1075 cm) and tgigtusion =
(Ax/)N)?X/Vion is the diffusion time. A\ = (op)~! is the
mean free path where p is the number density of ions at
our shock front (~ 3 x 102! ¢cm~3) and, for typical elec-
tron/ion collisions in the 3—15 eV range, the cross section
o~1-10 x 10716 ¢cm? [56]. For our strong shocks, the
ion velocity, vion, is on par with the shock velocity. Us-
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FIG. 7: Logio temperature (solid line) and logio mean free
path (Amfp) as a function of position for the shock 1.1 ns after
the start of the laser drive. The transition region is quite
narrow, but it persists even when our simulation resolution
drops below 0.15 pum. The fact that this is only a few zones
thick implies that numerical diffusion (despite the steepener
in the RAGE code) could be the dominant effect. However,
we do expect some radiative preheat and a portion of this
preheat is likely due to this radiative heating. The position
of the photosphere is marked by a vertical dot-dashed line.

ing these quantities, we find vgifgusion < 0.1Vshock. Any
diffusion is slower than the shock velocity and the ions
are trapped in the shock.

Radiative diffusion is a different matter. Using the
speed of light for the particle velocity, and incorporating
the high shock opacities (2 x 10° cm? g=1), we find the
diffusion velocity to be greater than the shock velocity
and we expect, as we see in our simulations, a radiative
precursor to the shock. This radiation interacts with the
matter ahead of the shock, producing the precursor in
front of this shock. This material interaction raises the
opacity, and the effective “photosphere” of the shock lies
within this precursor, causing the observed temperature
to be lower than that of the shock itself.

Although we expect some preheating, the question re-
mains for our simulations just how much of the preheat is
caused by radiation versus numerical diffusion. Our res-
olution study was designed to answer this question. As
we increased our resolution, we sought convergence on a
number of quantities: shock speed, shock temperature,
flux-inferred temperature at the diagnostic. At 0.3 pm,
the simulation converged and we saw no further changes
(<1%) at 0.15 pm. For our comparisons with data, we
use a suite of simulations with 0.3 pm resolution. At 0.15
pm, our resolution is on par with the mean free path, but
the shock front is less than 10 zones thick and we can not
rule out that numerical diffusion in our hydrodynamics
package is affecting our results.



An additional influence on the radiative precursor may
be an increased mean free path of the photons due to
the finite cell size of the aerogel foam. Radiation trans-
port through porous/stochastic media has been studied
for a broad range of applications [57, 58]. Although how
this medium affects the radiation transport depends upon
the exact details of the porosity, the generic trend is that
porosity increases the radiative fluence through the mate-
rial over a homogeneous medium [57]. Although physics
effects not included in these studies may still alter this
trend, the current theoretical studies suggest that the ef-
fective mean free path of photons is increased due to the
porosity of the silica aerogel.

C. Reflectivity of shocked silica aerogel

The electrical frequency dependent conductivity was
calculated via the Kubo-Greenwood formalism using
Kohn-Sham orbitals, eigenvalues and velocity dipole ma-
trix elements from DFT calculations [59, 60]. From the
real and imaginary parts of electrical conductance the
frequency-dependent dielectric functions, indices of re-
fraction, and reflectivity are determined [61]. Optical
calculations were performed using configurational snap-
shots from QMD runs with a 2x2x2 Monkhorst-Pack
mesh [62] and reflectivity reported is averaged over 2 —5
snapshots.

Fig. 8 shows reflectivity at a density of p = 1.13 g/cm?
and temperatures of T = 0.86 eV (10,000 K), 1.72 eV
(20,000 K), 3.45 eV (40,000 K), and 5.17 eV (60,000 K).
At the experimental wave length (A = 684 nm) reflectiv-
ity is linear over the calculated temperature range shown
in the inset of Fig. 8. Calculated reflectivity changes
with respect to density around the Hugoniot were in-
significant. Excellent experimental agreement with cal-
culations was found for moderate velocities. For lower
temperatures calculated reflectivity was higher than ex-
perimental.

The reflectivity measurements from the experiment are
consistent with these theoretical calculations for temper-
atures above 3 eV and shock velocities above 20 km/s. A
strong inconsistency is observed for lower shock velocities
(temperatures below 2 V), where the theory predicts re-
flectivities between 0.1 and 0.2, see inset in Fig. 8, while
the numbers obtained from experiment were significantly
lower, by two orders of magnitude as shown in Fig. 5.
This also influences the data analysis for the tempera-
ture determination. Using the calculated R rather than
the experimentally determined values for these low shock
velocities would shift the lower end data closer to the the-
oretical predictions by ~ 15 %. This is not a significant
difference and has little effect on the final result, but it
deserves further investigation. At this point, this discrep-
ancy between the theoretical calculations and experimen-
tal measurements of R for the lower temperatures/shock
velocities is attributed to the very low reflected light sig-
nals from those measurements. These low signals throw
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FIG. 8: Reflectivity of silica aerogel for various conditions
along the principal Hugoniot calculated using QMD simula-
tions [24]. The optical pyrometry measurement is carried out
at a narrow wavelength band around Ao = 684 nm.

into question the accuracy and normalization of the re-
flectivity for the low velocities.

V. CONCLUSIONS

We have completed a set of temperature measurements
for shocked aerogel foams at states along the principal
Hugoniot for an initial density of 0.2 g/cm®. These mea-
surements used a standard streaked optical pyrometry
approach and the results indicate the measured tem-
perature falls below the value expected for a standard
SESAME equation of state table that predicts the Hugo-
niot behavior well. More importantly, the results fall be-
low temperatures expected from QMD calculations that
we believe are accurate [63] for such conditions and the
discrepancy increases as the pressure increases. Since
SOP has become a standard technique to measure tem-
perature in moving shock fronts in a wide variety of
plasma physics, ICF, equation of state, material and
planetary science experiments, an investigation of such
a phenomenon is of a great importance to many experi-
mentalists as well as theorists [21, 32-38].

To resolve this we completed a series of highly-resolved
simulations that explored the details of the shock propa-
gation in the foam coupled with the emission from the
shock front. These simulations indicate that a radia-
tive precursor propagates ahead of the shock into the un-
shocked foam, which then emits radiation at the photon
energies measured by the diagnostic. This thin, radiative
precursor layer exists at a reduced temperature from the
bulk of the shocked material and thus reduces the corre-



sponding temperature interpreted from the radiation.

The dominant physical mechanism producing this ef-
fect is the relatively long mean free path of the radia-
tion from the shock compared to the measured radiation.
What is somewhat surprising is that this discrepancy oc-
curs at even the lowest temperatures measured, around
2 — 3 eV. At lower shock velocities the result is affected
by lower value of aerogel reflectivity. If the value of R
is corrected using the quantum molecular dynamics cal-
culations, the resultant temperatures from SOP will lie
closer to the QMD and SESAME equation of state at the
temperatures below 3 eV.

Though we are confident the simulations have captured
the general behavior of the radiation, some detailed is-
sues remain. In the simulations, it was found that in
addition to radiation, numerical diffusion contributed to
the preheated region. Though this is a numerical artifact,
it may be mimicking the realistic longer mean free paths
that occur due to the porosity of the unshocked foam.
How important these issues are for non-porous materials
and other optical pyrometry measurements is a matter
for future investigation.
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