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The phase-field crystal model (PFC model) resolves systems on atomic length scales and
diffusive time scales and lies in between standard phase-field modeling and atomistic methods.
More recently a hyperbolic or modified PFC model was introduced to describe fast (propagative)
and slow (diffusive) dynamics. We present a finite-element method for solving the hyperbolic
PFC-equation, introducing an unconditionally stable time integration algorithm. A spatial
discretization is used with the traditional C0-continuous Lagrange elements with quadratic shape
functions. The space-time discretization of the PFC-equation is second-order accurate in time
and is shown analytically to be unconditionally stable. Numerical simulations are used to show a
monotonic decrease of the free energy during the transition from the homogeneous state to stripes.
Benchmarks on modeling patterns in two dimensional space are carried out. The benchmarks show
applicability of the proposed algorithm for determining equilibrium states. Quantitatively, the
proposed algorithm is verified for the problem of lattice parameter and velocity selection when a
crystal invades a homogeneous unstable liquid.

PACS numbers: PACS numbers: 02.70.-c; 05.70.Fh; 05.70.Ln; 64.60.-i

I. INTRODUCTION

The phase-field crystal model (PFC-model) is a con-
tinuum model that describes processes on atomic length
scales and patterns on the nano- and micro-length
scales [1–3]. This model is characterized by a conserved
field that is related to the local atomic number density,
such that it is spatially periodic in the solid phase and
constant in the liquid phase. The model has been related
to other continuum field theories such as classical density-
functional theory [4, 5] and the atomic density function
theory [6]. The PFC-model provides an efficient tool for
simulating ordering of nano-scale structures on micron
length scales [3], liquid-solid transitions, dislocation mo-
tion and plasticity, glass formation and foams, epitaxial
growth, grain boundary premelting, crack propagation,
surface reconstructions, grain boundary energies, dynam-
ics of colloidal systems and polymers (for an overview,
the reader is referred to [7] and the references therein).

Originally formulated in a parabolic form, the PFC
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model has now been extended to include faster degrees
of freedom consistent with inertia due to propagative
regimes of transformation. In particular, a hyperbolic
or modified PFC model was introduced which includes
an inertial term, and thus allows for the description of
both fast and slow dynamics of transformation [8–10].
Fast front dynamics occurs when a system is quenched
far below a transition point or far below the equilibrium
temperature of the phase transition. These conditions
lead to a fast phase transition when the velocity of the
front is comparable to the speed of atomic diffusion or
the speed of local structural relaxation. The movement
of a phase transition front at such fast velocities can lead
to the formation of bulk phases that are not in a local
structural or chemical equilibrium.

The fascinating physics captured by the hyperbolic
PFC-model has triggered a growing interest in the de-
velopment of computational methods to solve the equa-
tion. From a numerical analysis perspective, algorithms
for solving the hyperbolic PFC-model have to contend
with first and second order time derivatives and six-order
spatial derivatives. Therefore, several special numeri-
cal methods for solution of the hyperbolic PFC-equation
were recently developed. Wise et al. [11] derived a first-
order accurate and unconditionally energy stable finite-
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difference scheme based on a convex splitting of a discrete
energy for the parabolic phase-field crystal equation.
Similar concepts were applied to the hyperbolic Cahn-
Hilliard and Allen-Cahn equations in Ref. [12]. Subse-
quently, a second-order accurate finite-difference method
was introduced [13, 14], which is unconditionally stable
with respect to a discrete version of a quantity entitled
as “pseudoenergy”.

In the present paper, we concentrate on the develop-
ment of a finite-element method for the hyperbolic PFC-
equation, introducing a new unconditionally stable time
integration algorithm. A space-time discretization of the
hyperbolic phase-field crystal equation which is second-
order time accurate and unconditionally stable is pro-
posed. Unconditional stability in this context means
that the free-energy of the discrete solution decreases
(or remains constant) from one step to the next irre-
spectively of the mesh size and the time step. This im-
plies that the algorithm respects the underlying physics
of the equation. From a practical point of view, un-
conditional stability is associated with increased robust-
ness, better behavior of the numerical solution for large
time steps, and higher accuracy for long-time calcula-
tions. The most common paradigm for achieving un-
conditional stability in the context of phase transition
problems is the so-called Eyre’s method [15, 16], which
is widely used in computational physics [17, 18]. Al-
though Eyre’s method was a significant step forward,
it has been recently shown that it leads to inaccurate
solutions for large time steps [19] because it is only a
first-order accurate method. Recently, a generalization
of Eyre’s method that achieves unconditional stability
has been introduced, but in contrast with Eyre’s method,
it is second-order accurate [19, 20]. This generalization
has been applied to the phase-field crystal equation [20],
using a space discretization that requires the use of glob-
ally C1-continuous finite elements [21]. In the present
work this algorithm is extended to the hyperbolic (modi-
fied) PFC-equation. We introduce a space discretization
that can be used with traditional C0-continuous Lagrange
finite elements, available in all finite element software
packages. As an example, the proposed algorithm is ap-
plied to the problem of the lattice parameter and velocity
selection when a periodic crystal front invades homoge-
neous liquid phase.

The paper is organized as follows. The hyperbolic or
modified PFC-equation is formulated in Section II. To
have a finite element discretization of the modified PFC-
equation, a splitting and a variational formulation of the
equation are presented in Section III. Spatial and tem-
poral discretization of the equations are shown in Sec-
tion IV. A numerical approximation of the discrete form
is given in Section V using triangular Lagrange elements.
In Section VI we present tests for the numerical scheme.
Results on the phase diagram and free energy of the entire
system are summarized. Section VII is devoted to the nu-
merical solution of the problem of the wave-number and
velocity selection of a front invading an unstable phase.

Numerical results for the front velocity and wave-number
at the front are compared with those obtained previously
using marginal stability analysis. Finally, Section VIII
presents a summary of our conclusions.

II. MODIFIED PFC-EQUATION

Let φ be a continuous field describing an atomic-scale
density. We consider the following free energy func-
tional [12, 22]

F [φ, ~J ] = Feq[φ] + Fneq[ ~J ], (1)

with the local equilibrium contribution

Feq[φ] =

∫

Ω

[

F (φ) − |~∇φ|2 + 1

2
(∇2φ)2

]

dΩ, (2)

and the following pure nonequilibrium contribution

Fneq[ ~J ] =
τ

2

∫

Ω

~J · ~JdΩ, τ > 0. (3)

In Eq. (2) the homogeneous (space independent) part of
free energy density is given by

F (φ) =
1− ε

2
φ2 +

α

3
φ3 +

1

4
φ4, (4)

while, in Eq. (3), ~J is a vector field of the flux that sat-
isfies the conservation equation

∂φ

∂t
+ ~∇ · ~J = 0. (5)

where t denotes the time. For the free energy functional
defined in Eq. (1) to decrease or remain constant in time,

the vector field ~J needs to fulfill the relation

τ
∂ ~J

∂t
+ ~J = −~∇µ (6)

where the chemical potential µ is given by

µ(φ) ≡ δF
δφ

=
dF (φ)

dφ
+ 2∇2φ+∇4φ, (7)

with

dF (φ)

dφ
= φ3 + αφ2 + (1− ε)φ ≡ f(φ). (8)

In the above expressions, ε = (Tc − T )/Tc is the gov-
erning parameter which characterizes undercooling, T
and Tc are the temperature and the critical temperature
of transition, respectively, and τ is the relaxation time

of the flux ~J to its stationary state. The free-energy
density (4) can describe transitions from metastable (as
occurs close to first order phase transitions, e.g., in so-
lidification processes) and unstable states (as occurs in
second-order phase transitions) to stable ones.
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The system of Eqs. (5) and (6) can be re-written in the
form

τ
∂2φ

∂t2
+
∂φ

∂t
= ∇2µ. (9)

The hyperbolic equation (9) includes the dissipation de-
scribed by the traditional parabolic PFC equation [1],
as well as an inertial term ∝ ∂2φ/∂t2 that accounts for
the kinetic contribution (3). Alternatively, Eq. (9) was
proposed by Stefanovic et al. [8] to incorporate both fast
elastic relaxation and slower mass diffusion.
Introducing the new variable ψ, one can split Eq. (9)

as














∂φ

∂t
= ψ,

τ
∂ψ

∂t
= ∇2µ− ψ,

(10)

Using the Helmholtz decomposition theorem, the flux ~J
can be unambiguously defined through the expansion of

gradient and curl contributions: ~J = −~∇u+ ~∇× ~U . Now,
we notice that the dynamics of the phase variable φ is

only determined by the divergence of ~J [12], so one can
take the divergence of Eq. (6), and use the Helmoholtz

decomposition of ~J in Eq. (5) to derive the system of
partial differential equations



























∂φ

∂t
= ∇2u,

τ
∂∇2u

∂t
= ∇2µ−∇2u,

µ = f(φ) + 2∇2φ+∇4φ.

(11)

The system of equations (11) is equivalent to the hy-

perbolic equation (9), and represents a convenient form
for developing an unconditionally stable computational
schemes [12, 13].

While in principle an equation for the curl of ~J could
also be included it is not of much interest since it does
not couple to φ and decays exponentially in time in such
a manner that Fneq always decreases. Thus the contri-

bution of ~∇× ~U to ~J can be ignored.

III. VARIATIONAL FORMULATION

In this section we introduce a variational formulation
of the modified phase field crystal equation with the ul-
timate goal of deriving a finite element discretization.
To implement a classical Lagrange finite element scheme
it is convenient to introduce the variable θ, such that,
θ = ∇2φ, and, following Eqs. (11), we solve the system
of equations















































∂φ

∂t
= ∇2u,

τ
∂∇2u

∂t
= ∇2µ−∇2u,

µ = f(φ) + 2∇2φ+∇2θ,

∂θ

∂t
=
∂∇2φ

∂t
.

(12)

The variational problem associated with the system of
equations (12) is stated as follows: find φ, u, µ, θ such
that for all v, w, p, q the following system of equations
is satisfied























































































∫

Ω

v
∂φ

∂t
dΩ+

∫

Ω

~∇v · ~∇udΩ = 0,

−
∫

Ω

τ ~∇w · ∂
~∇u
∂t

dΩ+

∫

Ω

~∇w · ~∇µdΩ−
∫

Ω

~∇w · ~∇udΩ = 0,

∫

Ω

p[µ− f(φ)]dΩ +

∫

Ω

2~∇p · ~∇φdΩ +

∫

Ω

~∇p · ~∇θdΩ = 0,

∫

Ω

q
∂θ

∂t
dΩ +

∫

Ω

~∇q · ∂
~∇φ
∂t

dΩ = 0,

(13)

which assumes free-flux conditions for all variables on the surface Γ for the volume Ω. Due to their integral



4

form, equations (13) present a weak form of differential
equations (12).
We show now that equations (13), which are equivalent

to the modified phase-field crystal equation (9), lead to a
stable evolution of the system such that the free energy
of the entire system does not increase in time, i.e.,

dF(φ, ~J)

dt
=

∫

Ω

(

δF
δφ

∂φ

∂t
+
δF
δ ~J

· ∂
~J

∂t

)

dΩ ≤ 0. (14)

Using the balance (5), one can obtain from Eqs. (1)
and (3) that the free energy (14) is given by

dF(φ, ~J)

dt
= −

∫

Ω

µ~∇ · ~JdΩ +

∫

Ω

τ ~J · ∂
~J

∂t
dΩ

=

∫

Ω

µ
∂φ

∂t
dΩ+

∫

Ω

τ ~J · ∂
~J

∂t
dΩ (15)

with ~J = 0 on Γ. Taking v = µ, and w = u in Eq. (13)
and combining the first two equations, one gets

∫

Ω

µ
∂φ

∂t
dΩ +

∫

Ω

τ ~∇u · ∂
~∇u
∂t

dΩ +

∫

Ω

~∇u · ~∇u dΩ = 0.

(16)

The first equation in Eqs. (11) and the balance (5)

lead to ~∇ · ( ~J + ~∇u) = 0. Using again the Helmholtz

decomposition of ~J , we note that the last equation is

unaffected by the term ~∇× ~U , so we may just take

~J = −~∇u. (17)

Substituting the latter relation between ~J and u into
Eq. (15) gives

dF(φ, ~J)

dt
=

∫

Ω

µ
∂φ

∂t
dΩ +

∫

Ω

τ ~∇u · ~∇∂u

∂t
dΩ. (18)

Comparing Eq. (18) with equation (16) we obtain the
stability condition

dF(φ, ~J)

dt
= −

∫

Ω

~∇u · ~∇u dΩ ≤ 0, (19)

which confirms Eq. (14) for stable evolution of the entire
system.
In consideration of the variational formulation (13) we

have now shown an important feature of the free energyF
which has classical contribution consistent with the local
equilibrium processes and the additional kinetic contri-
bution for description of fast transitions on the scale of
τ , Eq. (1). Namely, the sign of the free energy time
derivative in Eqs. (14) and (19) shows that F can be
considered as a Lyapunov function — a function that is
non-increasing in time and determines the stability of the
system.

IV. STABLE NUMERICAL SCHEME

A. Discretization

We now discretize the variational form (13) replacing
the relevant functions with their discrete counterparts
that will be denote with an h superscript. Then, it follows
that



















































































∫

Ω

vh
∂φh

∂t
dΩ+

∫

Ω

~∇vh · ~∇uhdΩ = 0,

−
∫

Ω

τ ~∇wh · ∂
~∇uh
∂t

dΩ+

∫

Ω

~∇wh · ~∇µhdΩ−
∫

Ω

~∇wh · ~∇uhdΩ = 0,

∫

Ω

ph[µh − f(φh)]dΩ +

∫

Ω

2~∇ph · ~∇φhdΩ+

∫

Ω

~∇ph · ~∇θhdΩ = 0,

∫

Ω

qh
∂θh

∂t
dΩ +

∫

Ω

~∇qh · ∂
~∇φh
∂t

dΩ = 0.

(20)

The system of equations (20) is a semi-discretized numer-
ical scheme, i.e., it represents the spatial discretization
of Eqs. (13).

To obtain the time discretization algorithm, the time
interval of interest [0, T ] is subdivided into N uniform

subintervals In = (tn, tn+1) where tn+1 − tn = ∆t; n =
0, . . . , N − 1. The discrete approximation of φh(tn) is
notated as φhn, where the dependence on the spatial co-
ordinate is omitted for simplicity. Analogous notation
is used for other functions of interest. Special notations
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{{φhn}} = φhn+1 − φhn and φhn+1/2 = 1
2 (φ

h
n+1 + φhn) are

also used below. We propose an algorithm which may be
thought of as a second-order accurate generalization of
Eyre’s method [15]. However, rather than splitting the
free energy into a concave and convex parts as in Eyre’s
method, we split it as follows:

F (φ) = F+(φ) + F−(φ), (21)

where F
(iv)
+ (φ) ≥ 0, F

(iv)
−

(φ) ≤ 0, and the superscript
(iv) denotes the fourth derivative. The advantage of
this splitting over Eyre’s splitting is that it permits de-
riving a second-order accurate and unconditionally sta-
ble method in contrast with Eyre’s method which is

only first order accurate. As shown for the dynamics
of phase separation [19], the use of a second-order accu-
rate method permits taking time steps several orders of
magnitude larger than those required by the first-order
accurate method. We also note that although for the
modified phase field crystal equation, in which one gets
F− = 0, we will present the method in its full general-
ity, assuming that both F+ and F− are non-zero. The
general method would be useful, for example, for phase-
field crystal equations, based on logarithmic potentials
(which give F− 6= 0). We will also use the notation
f+(φ) = F ′

+(φ) and f−(φ) = F ′

−
(φ). Then, our algo-

rithm, Eqs. (20), may be written as follows:































































































































∫

Ω

vh
{{φhn}}
∆t

dΩ+

∫

Ω

~∇vh · ~∇uhn+1/2 dΩ = 0,

−
∫

Ω

τ ~∇wh · {{
~∇uhn}}
∆t

dΩ +

∫

Ω

~∇wh · ~∇µh
n+1/2dΩ−

∫

Ω

~∇wh · ~∇uhn+1/2dΩ = 0,

∫

Ω

phµh
n+1/2dΩ−

∫

Ω

ph
1

2

[

f(φhn+1) + f(φhn)
]

dΩ +

∫

Ω

ph
{{φhn}}2

12

(

f ′′

+(φ
h
n) + f ′′

−
(φhn+1)

)

dΩ

+

∫

Ω

2~∇ph · ~∇φhn+1/2dΩ+

∫

Ω

~∇ph · ~∇θhn+1/2dΩ = 0,

∫

Ω

qh
{{θhn}}
∆t

dΩ +

∫

Ω

~∇qh · ~∇
({{φhn}}

∆t

)

dΩ = 0.

(22)

The system of equations (22) is a fully-discretized numer-
ical scheme, i.e., it represents the temporal and spatial
discretization of Eqs. (13). As we will see in the next
section, the appearance of the second and third terms
in the third equation lead to an unconditionally stable
discretization of the nonlinear term.

B. Stability

To show that the algorithm inherits the stability con-
dition of the continuous theory, dF/dt < 0 [see Eqs. (14)
and (19)], we need to take into account the following
quadrature formulas: Let g : [a, b] 7→ R be a sufficiently
smooth function. The following relations hold [19]:

∫ b

a

g(x)dx =
b− a

2
[g(a) + g(b)]− (b− a)3

12
g′′(a)

− (b− a)4

24
g′′′(χ+); χ+ ∈ (a, b), (23)

∫ b

a

g(x)dx =
b− a

2
[g(a) + g(b)]− (b− a)3

12
g′′(b)

+
(b− a)4

24
g′′′(χ−); χ− ∈ (a, b). (24)

Let us consider the trivial identity

∫ φh

n+1

φh
n

F ′

+(z)dz =

∫ φh

n+1

φh
n

f+(z)dz, (25)

If we integrate directly the left hand side of the equation,
and apply the quadrature formula (23) to the right hand
side, we obtain

{{F+(φ
h
n)}} =

{{φhn}}
2

[

f+(φ
h
n) + f+(φ

h
n+1)

]
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−{{φhn}}3
12

f ′′

+(φ
h
n)

−{{φhn}}2
24

f ′′′

+ (φhn+ξ+), ξ+ ∈ (0, 1). (26)

Rearranging Eq. (26), it follows that

{{F+(φ
h
n)}}

{{φhn}}
+

{{φhn}}3
24

f ′′′

+ (φhn+ξ+)

=
1

2

[

f+(φ
h
n) + f+(φ

h
n+1)

]

−{{φhn}}2
12

f ′′

+(φ
h
n), ξ+ ∈ (0, 1). (27)

Analogously, applying quadrature (24) to the identity

∫ φh

n+1

φh
n

F ′

−
(z)dz =

∫ φh

n+1

φh
n

f−(z)dz, (28)

and operating, one obtains

{{F−(φ
h
n)}}

{{φhn}}
− {{φhn}}3

24
f ′′′

−
(φhn+ξ

−

)

=
1

2

[

f−(φ
h
n) + f−(φ

h
n+1)

]

−{{φhn}}2
12

f ′′

−
(φhn+1); ξ− ∈ (0, 1). (29)

We now show that with the choices

vh = µh
n+1/2, w

h = uhn+1/2, p
h

=
{{φhn}}
∆t

, qh = θhn+1/2, (30)

the stability condition is inherited by the discrete formu-
lation for arbitrary time step size. Indeed, from (22) one
gets











































































































∫

Ω

µh
n+1/2

{{φhn}}
∆t

dΩ +

∫

Ω

~∇µh
n+1/2 · ~∇uhn+1/2dΩ = 0,

−
∫

Ω

τ ~∇uhn+1/2 ·
{{~∇uhn}}

∆t
dΩ+

∫

Ω

~∇uhn+1/2 · ~∇µh
n+1/2 dΩ−

∫

Ω

~∇uhn+1/2 · ~∇uhn+1/2 dΩ = 0,

∫

Ω

{{φhn}}
∆t

µh
n+1/2 dΩ−

∫

Ω

{{φhn}}
∆t

1

2

[

f(φhn+1) + f(φhn)
]

dΩ+

∫

Ω

{{φhn}}3
12∆t

(

f ′′

+(φ
h
n) + f ′′

−
(φhn+1)

)

dΩ

+

∫

Ω

2~∇
({{φhn}}

∆t

)

· ~∇φhn+1/2 dΩ +

∫

Ω

~∇
({{φhn}}

∆t

)

· ~∇φhn+1/2 dΩ = 0,

∫

Ω

θhn+1/2

{{θhn}}
∆t

dΩ+

∫

Ω

~∇θhn+1/2 · ~∇
({{φhn}}

∆t

)

dΩ = 0.

(31)

Rearranging Eqs. (31) and using the identities (27) and
(29), it follows that

1

∆t
{{F}} = −

∫

Ω

~∇uhn+1/2 · ~∇uhn+1/2dΩ

−
∫

Ω

{{φhn}}4
24∆t

[

f ′′′

+ (φhn+ξ+)− f ′′′

−
(φhn+ξ

−

)
]

dΩ.(32)

Since f ′′′

+ is a positive function and f ′′′

−
is negative, the

stability condition (19) is proven.
In equation (32), the first term corresponds to the

physical dissipation, while the second term corresponds
to numerical dissipation. The second term tends to zero
as we reduce the time step.

Thus, our algorithm, which follows directly from the
system of equations (22), is second-order time accurate.
This is a consequence of the linear terms being approx-
imated with a midpoint-type method and the nonlinear
terms being handled with a higher-order generalization
of the trapezoidal rule.

V. NUMERICAL APPROXIMATION AND

SOLUTION

Before choosing the finite element spaces, a few re-
marks about non-linearity of the equations are in order.
To reduce the nonlinearity of the system (22) it is use-
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ful to linearize the cubic and quadratic terms (φ3n+1 and
φ2n+1) in the function f(φ) in the following form:

(φhn+1)
3 ≈ 3(φhn)

2φhn+1 − 2(φhn)
3, (33)

(φhn+1)
2 ≈ 2φhnφ

h
n+1 − (φhn)

2. (34)

Linearizing quadratic terms (34) further reduces the or-
der of terms in equations and decrease their nonlinearity
(similarly to the previous analyses [23] where the cubic
contributions of the kind of (φhn+1)

3 were linearized). We
note that by linearizing the cubic term, the unconditional
stability of the algorithm is lost on a theoretical level. We
performed a number of simulations with the linearized al-
gorithm and always found non-increasing energy in the
numerical solutions. Thus, we believe our linearly im-
plicit scheme is a good compromise between stability and
efficiency.
After the above remarks on linearization, an approx-

imation for the functions φh, uh, µh, and θh should be
done by choosing the finite element spaces in Eqs. (22).
We search the solution using triangular Lagrange ele-

ments with quadratic shape functions. Every function
can be approximated as a sum of basic functions multi-
plied by solutions in grid nodes [24]:

φhn+1 =
∑

i

Φi
n+1η

i
n+1, uhn+1 =

∑

i

U i
n+1η

i
n+1,

µh
n+1 =

∑

i

Ψi
n+1η

i
n+1, θhn+1 =

∑

i

Θi
n+1η

i
n+1,(35)

where ηin+1 are the shape functions used for the dis-

cretization of the n+1 time step, and Φi
n+1, U

i
n+1, Ψ

i
n+1,

Θi
n+1 are the unknown nodal values of the solution for

the functions φhn+1, u
h
n+1, µ

h
n+1 and θhn+1, respectively.

Choosing the same mesh on each time step, we have equal
shape functions ηin+1 = ηin = ηi. In the case of adaptive
mesh, the shape functions are not equal, so one would
compute integrals containing the shape functions defined
on two meshes as it is shown below. Thus, substituting
approximations (35) into equations (22) gives



















Mn+1
∆t

2
An+1 0 0

0
2τ +∆t

∆t
An+1 −An+1 0

−Pn+1 + 2An+1 0 Mn+1 An+1

An+1 0 0 Mn+1

































Φn+1

Un+1

Ψn+1

Θn+1















=



















Mn+1,nΦn − ∆t

2
An+1,nUn

2τ −∆t

∆t
An+1,nUn +An+1,nΨn

−Mn+1,nΨn + P e − 2An+1,nΦn −An+1,nΘn

An+1,nΦ
n +Mn+1,nΘ

n



















,

(36)

where

Mn+1 = (ηin+1, η
j
n+1), An+1 = (~∇ηin+1,

~∇ηjn+1),

Pn+1 = ({2αφn + 3φ2n + [1− ε]}ηin+1, η
j
n+1),

Mn+1,n = (ηin+1, η
j
n), An+1,n = (~∇ηin+1, ~∇ηjn),

P e = ({[1− ε]φn − φ3n}, ηin+1),

(37)

and (·, ·) is usual scalar product. As a result, Eqs. (36)
together with Eq. (35) and (37) represent Eqs. (22) in
the operator form.

VI. BENCHMARKS

In this work only results of modeling for transforma-
tion from unstable state are presented with α = 0 in
Eq. (4) and (37). Since the system of equations Eqs. (36)
is nonsymmetric it was solved by a GMRES-solver in the
finite element toolbox FreeFEM++ [25]. We use adapted
mesh to the Hessian with the method and algorithm for
the mesh generation from Ref. [26].

A. Phase Diagram

The computational scheme was used to examine the
evolution from a random non-equilibrium state to verify
that the scheme does lead to the expected states. This
evolution is made in comparison with the phase diagram
in the coordinates “undercooling ε – averaged atomic
density field 〈φ〉” (see, for details, Ref. [2]). In two spatial
dimensions, for small values of ε, the phase diagram con-
tains three equilibrium states, a constant homogeneous
state, stripes and a triangular distribution of drops. Re-
gions of phase coexistence are determined by the Maxwell
equal-area construction rule [2]: coexisting phases must
have equal chemical potentials under constant pressures
of the coexisting phases. Sets of equations for two spa-
tial dimensions with “homogeneous state–triangles” and
“stripes–triangles” are described as

{

µ(φt) = µ(φh),
Ft − Fh = µ(φh)(φt − φh),

(38)

{

µ(φt) = µ(φs),
Ft − Fs = µ(φs)(φt − φs),

(39)
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FIG. 1: (color on the web) Phase diagram of two-dimensional
patterns as predicted by the solution of Eqs. (38)-(43). Solid
points indicate initial values for the undercooled homogeneous
phase 〈φ〉. Pictures in different regions of phase diagram show
the finally evolved patterns modeled by Eqs. (36).

FIG. 2: (color on the web) Evolution of the undercooled
homogeneous state to stable equilibrium triangle pattern:
(a) t = 0; (b) t = 5 ·104 ; (c) t = 105; (d) t = 2 ·105 . Averaged
field 〈φ〉 = 0.2 has been initially undercooled by ǫ = 0.2.

where F , φ, µ are the free energy density, coexistence
density of phases and chemical potentials, respectively.
Subscripts t, s, h denote corresponding phases: triangles,
stripes, homogeneous, respectively. For small ε these

FIG. 3: (color on the web) Transformation of undercooled
sripes to equilibrium coexistence of stripes and triangles:
(a) t = 0; (b) t = 5 ·104 ; (c) t = 105; (d) t = 2 ·105 . Averaged
field 〈φ〉 = 0.2 has been initially undercooled by ǫ = 0.8.

phases can be described by

φh = 〈φ〉, φs = As sin(qsx) + 〈φ〉,
φt = At cos(qtx) cos(qty/

√
3)

−At cos(2qty/
√
3)/2 + 〈φ〉, (40)

where the quantities q and A give minimum of the free
energy as:

qs = 1, As = 2
√

ε/3− 〈φ〉2, qt =
√
3/2,

At =
4

5

(

〈φ〉+ 1

3

√

15ε− 36〈φ〉2)
)

. (41)

Free energy densities of phases in the one-mode approx-
imation are given by [2]

Fh = (1− ε)
〈φ〉2
2

+
〈φ〉4
4
,

Fs = −ε
2

6
+

(1 + ε)〈φ〉2
2

− 5
〈φ〉4
4
, (42)

Ft = −0.1

(

ε2 +
13

50
〈φ〉4

)

+
〈φ〉2
2

+
4φ

25

√

15ε− 36〈φ〉2
(

4

5
〈φ〉2 − ε

3

)

. (43)

Figure 1 shows regions of the phase existence and co-
existence which are divided by the boundaries obtained
from the solution of Eqs. (38)-(43). Numerical simula-
tions were conducted at various values of 〈φ〉 and ǫ with
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FIG. 4: (color on the web) Transition from initially homo-
geneous state to stripes. The homogeneous state has been
quenched at ε = 0.2 and 〈φ〉 = 0.02. Numeric parame-
ters were chosen as (∆t,∆x) = (0.005, 0.1). The free en-
ergy functional F from Eq. (44) decreases monotonically
with time for the developing stripes during the computational
time 0 < t < t∗ (see the developing pattern in the left part).
The free energy functional F has a constant values in model-
ing with t > t∗ (see the steady pattern in the right part).

an initial condition containing small random fluctuations
in φ about 〈φ〉. The results of the simulated patterns
are shown in Fig. 1 and in each case are consistent with
analytic one-mode calculations.
Sample time evolutions of the system from a homo-

geneous to a triangular state are shown in Fig. 2 and
from a stripe state to a stripe/triangular coexistence is
depicted in Fig. 3. The following parameters where used
in these simulations, (τ, 〈φ〉,∆t,∆x) = (0.1, 0.2, 0.01, 0.1)
in a system of size 190× 190 grid points. The undercool-
ing ε was 0.2 and 0.8 for Fig. 2 and 3, respectively. Both
results are consistent with the calculated phase diagram
shown in Fig. 1.
We also note that the boundaries in the phase dia-

gram of Fig. 1 have been calculated using one-mode ap-
proximation which is the first approximation to solution
of the PFC-equation (9) only at small undercooling ε
and τ → 0. Consequently the numerical solutions will
deviate from the analytic calculations for larger under-
coolings.

B. Unconditional stability

The algorithm and discrete scheme deliver uncondi-
tional stability of numerical computations. The time
step ∆t can be arbitrary chosen and it is limited only by
the requirement of computational accuracy. The stability
of the presented algorithm has been verified numerically
in a series of computations with different values for space
and time discretization.
To demonstrate unconditional stability, evolution of

the free energy is analyzed. The free energy (1)-(4) has
been taken in the following form

F(φ, ~J) =

∫

Ω

[

F (φ) − |~∇φ|2 + 1

2
(∇2φ)2 +

τ

2
|~∇u|2

]

dΩ.

(44)
The energy (44) is defined by a local equilibrium part
described by the slow variable φ and a local nonequilib-

rium part, ∝ J2 = |~∇u|2, corresponding to the kinetic
contribution of the free energy [27] in terms of the fast

variable ~J . Thus, we shall plot the evolution of the en-
ergy (1)-(4).
Figure 4 shows the evolution of the free energy func-

tional F described by Eq. (44) for different values of the
relaxation time τ . As it can be seen, F monotonically
decreases during the computational time 0 < t < t∗

for the transition from the initially undercooled homo-
geneous state to stripes. With t > t∗, the steadily stable
stripes exhibit a constant value of F for all values of τ
tested in this work. The behavior of F shown in Fig. 4 is
similar to that obtained for the crystal growth in a super-
cooled liquid described by the parabolic PFC-equation
(see Fig. 2 in Ref. [20]). This clearly supports our theo-
retical results obtained for the algorithm, computational
scheme, and approximation of functions.

VII. VELOCITY AND WAVE-NUMBER AT

THE FRONT INVADING UNSTABLE PHASE

Patterns that emerge when the interface or front in-
vades an excitable or unstable media, has been of inter-
est in many physical phenomena [28]. In this section the
numerical method developed in this work will be used
to find the velocity and wavelength of a periodic pattern
that emerges as a phase-front sweeps through an unsta-
ble phase. The results can be quantitatively compared
with the predictions of the marginal stability analysis on
the wavelength selection at the front of periodic pattern
described by the hyperbolic PFC equation [22]. The pre-
dictions for front velocities and wavelength selection from
marginal stability have been numerically verified in other
pattern forming models, such as a phase field model of a
superheated solid invading an undercooled melt at large
undercoolings [29].

A. Marginal stability analysis

Let us consider a front between a periodic striped
pattern and a spatially homogeneous unstable state at
〈φ〉 → 0, such the periodic state is the lowest energy
state for all undercoolings, ε (see phase diagram plot-
ted in Fig. 1). The situation is depicted in Fig. 5. The
goal of this work is to determine the velocity (V ) of the
front and the periodicity of the pattern selected near
the front (which is different from the equilibrium wave-
length). Far enough in ahead of the front the equation of



10

FIG. 5: Front of periodic pattern described by PFC-model.
The selected lattice parameter (or wavelength) on the front
invading un(meta)stable phase should be measured at the far-
thest away point significant growth of amplitude of periodic
pattern as is shown in inset. x0 is the point from which the
lattice parameter (wavelength) begins to be calculated.

motion can be linearized around the homogeneous state
(i.e., φ = δφ + 〈φ〉) in a moving reference frame and
solutions for velocity and periodicity can be obtained us-
ing the marginal stability condition as described in [22].
Briefly this calculation first determines the linear disper-
sion rate at the front, which is given by

ω(k) =
1

2τ

[

√

1 + 4τξ(k)− 1
]

+ iV k,

with ξ(k) = k2
[

ǫ−
(

1− k2
)2
]

, (45)

where, δφ̂ ∝ exp [ω(k)t], k is the wave-number and δφ̂ is
the fourier transform of δφ. A perturbation is marginally
stable at the moving front for Re[ω(k)] = 0, i.e., the front
neither grows nor decays exponentially at the amplifica-
tion rate (45) as

V =
1

k∗im
Re

{

1

2τ

[

√

1 + 4τξ(k∗)− 1
]

}

. (46)

Here k∗ is the selected wave-number assumed to be com-
plex valued, k∗ = k∗re + ik∗im where k∗re and k∗im are the
real and imaginary parts, respectively.
The most unstable mode at the front of the periodic

stripes is given by the saddle-point ∂ω/∂k = 0 with k =

FIG. 6: (color on the web) Velocity V of the PFC-front versus
undercooling ε as given by the results of present modeling
(points) in comparison with the marginal stability predictions
(curves), Eqs. (45)-(48).

FIG. 7: (color on the web) Wave-number kf selected at the
PFC-front as a function of undercooling ε. The present mod-
eling results (points) are compared with the predictions of
marginal stability analysis (curves), Eqs. (45)-(48).

k∗. Using the amplification rate (45), the saddle-point
condition gives

iV +
2k∗

[

ǫ− 1 + 4(k∗)2 − 3(k∗)4
]

√

1 + 4τξ(k∗)
= 0. (47)

Finally, selection of the wave-number kf at the front os-
cillating at angular frequency Im[ω(k∗)] is defined by

kf =
Im[ω(k∗)]

V
. (48)

Using Eq. (45), the system of equations (46)-(48) was
solved numerically [22] to predict the selection of the
wave-number kf (ε) and lattice parameter af (ε) =
2π/kf(ε) at the front moving with the velocity V (ε).
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TABLE I: Modeling predictions for wave-numbers calculated
for different grids and various averaged procedure

ε mesh k(a0) k(a1) k(a2) k(a01) k(a12) k(a02) k(a)

0.1 regular 1.047 1.026 1.026 1.036 1.026 1.036 1.033

adapted 1.023 1.016 1.010 1.020 1.013 1.016 1.016

0.4 regular 1.169 1.169 1.1424 1.169 1.1555 1.1555 1.16

adapted 1.1284 1.1152 1.1010 1.1218 1.1080 1.1145 1.1148

0.6 regular 1.226 1.197 1.197 1.211 1.197 1.211 1.206

adapted 1.195 1.180 1.161 1.187 1.170 1.178 1.178

B. Algorithm for numerical results of the velocity

and wave-number

The velocity and wave-number selected can be ob-
tained by direct numerical simulation of the PFC-
equation. After reaching stationary regime the deter-
mination of these quantities was obtained using the fol-
lowing algorithm,
1. Find the peak or maximum with a height above
φ ≥ 〈φ〉 + 0.1 farthest the initial perturbation position.
This peak will be denoted x0, the next farthest as x1,
etc., as shown in Fig. 5. The distance between successive
peaks can then be used to calculate the selected lattice
parameter or wave-vector.
2. Compute the distances between neighboring peaks
(see inset in Fig. 5). Then, the required lattice parame-
ters ai is

a0 = x0 − x1, a1 = x1 − x2, a2 = x2 − x3,

a01 =
a0 + a1

2
, a12 =

a1 + a2
2

. (49)

Calculate average lattice parameter by its mean value:

a =
a01 + a12

2
. (50)

3. After calculation of lattice parameter a, the wave-
number kf on the front is computed by kf = 2π/a.
4. Calculate the front velocity as a displacement of ini-
tial point x0 divided by time step: V = [x0(t + ∆t) −
x0(t)]/∆t.
Calculated values of the wave-number kf are strongly

dependent on the computational grid used in numerical
simulations. With refinement grid, values of kf converge
to the value necessary to obtain the prediction. As an ex-
ample, Table I gives values for wave-numbers k(ai) cal-
culated with different grids and from the values of the
lattice parameter ai given by Eqs. (49) and (50).

C. Comparison

For the numerical calculations the initial condition was
such that φx>0 = 0 and φx=0 has been set to be random
numbers chosen between 0 and 0.01. The initial size of
the system was 1000×10, with a grid spacing of the initial

regular mesh h = 0.125 and a minimal grid spacing in
the adapted mesh as hmin = 1 ·10−4. This grid was used
to obtain the results summarized in Table I. The size
of this system is large enough that steady state profiles
were obtained before the boundary conditions interfered.
Our computational domain has been chosen to be a

quasi-one-dimensional region to provide comparison with
the marginal stability analysis [22] in one-dimensional
space. All comparisons for the wavelength selection have
been made for the stripes. In the numerical simulations
the stripes propagate in the direction perpendicular to
their geometrical axes.
The marginal stability results are only valid far from

the front in which the linearization is valid. For this rea-
son the comparison should work the best farthest from
the front. The inset in Fig. 5 gives an example of the peak
positions chosen for the study. Comparison of the numer-
ically calculated front velocity and wave-number (dots
in plots) with predictions of the marginal stability de-
scribed by Eqs. (45)-(48) (lines in plots) are summarized
in Figs. 6 and 7, respectively. It can be seen from Fig. 6
that the velocity V obtained in the present modeling for
stripes propagation is perfectly consistent with the front
velocity described by the criterion of marginal stability.
The wave-number k calculated on the front of modeled
stripes is also consistent with kf selected on the front of
periodic pattern analytically predicted by the marginal
stability criterion (Fig. 7). Although calculated wave-
numbers (see rounds, diamonds and squares in Fig. 7)
exhibit some deviations from the curves given by the
marginal stability criterion, they depend on their aver-
aged values obtained for different computational grids
(see Table I) and from wavelengths for different peaks in
periodic pattern on the front (see inset in Fig. 5). As a
result, the wave-numbers obtained in the present mod-
eling have error bars which include the curves given by
the criterion of marginal stability (see Fig. 7). Hence,
the present numerical algorithm and its numerical real-
ization exhibit quantitative agreement with the results
obtained from the marginal stability analysis described
by Eqs. (45)-(48).

VIII. CONCLUSIONS

An unconditionally stable time integration algorithm
for the solution of the hyperbolic phase-field crystal
model equation is presented. Variational formulation of
the model has allowed us to use a finite-element method
for numerical simulation using standard C0-continuous
Lagrange elements (available in modern program pack-
ages). As a result, a second order accurate finite-element
numerical scheme has been developed, which is uncondi-
tionally stable and ensures that free energy decreases as
patterns evolve and become constant in the steady state.
The numerical scheme was shown to give results con-

sistent with the phase diagram of the model constructed
from a one mode approximation in the appropriate limit.
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Additionally the scheme was shown to be quantitatively
consistent with the predictions of marginal stability the-
ory for velocity and wave-vector selection of a striped
phase invading an unstable homogeneous state. These
results confirm the applicability of the present algorithm
and numerical scheme to theoretically important and
practically significant quantitative predictions.
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